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Abstract: In this paper, an intra prediction method is proposed for coding of depth pictures using
plane modelling. Each pixel in the depth picture is related to the distance from a camera to an object
surface, and pixels corresponding to a flat surface of an object form a relationship with the 2D plane
surface. The plane surface can be represented by a simple equation in the 3D camera coordinate
system in such a way that the coordinate system of depth pixels can be transformed to the camera
coordinate system. This paper finds the parameters which define the plane surface closest to given
depth pixels. The plane model is then used to predict the depth pixels on the plane surface. A depth
prediction method is also devised for efficient intra prediction of depth pictures, using variable-size
blocks. For prediction with variable-size blocks, the plane surface that occupies a large part of the
picture can be predicted using a large block size. The simulation results of the proposed method show
that the mean squared error is reduced by up to 96.6% for a block size of 4 × 4 pixels and reduced by
up to 98% for a block size of 16 × 16, compared with the intra prediction modes of H.264/AVC and
H.265/HEVC.

Keywords: depth video encoding; intra prediction for depth picture; plane modeling;
variable-size prediction

1. Introduction

Image processing using RGB-D video extends the conventional RGB video by using various
information related to the distance of objects. Image processing using RGB-D video is actively studied
in the fields of the face detection [1–4], object detection and tracking [5–7], SLAM (Simultaneous
Localization and Mapping) [8,9], and so on. As application through the RGB-D videos increases,
the need for depth video encoding will also be increased. The depth video encoding method can be
categorized as point cloud encoding [10–15], mesh structure [16–21], and the conventional encoding
method such as adopted by H.264/AVC [22–28]. The point cloud compression algorithms focus on
the static scanned point cloud, and cannot handle the replicate geometry information contained in
depth frames. In the mesh-based depth schemes, extracting the mesh from each raw depth frame costs
additional computing and accordingly coding complexity increases. However, the depth pixel has a
high dynamic range that is different from the 8-bit pixel in the traditional RGB picture. The coding
schemes designed for 8-bit video component signal encoding may not be directly applicable to the
depth picture compression.

Video can be efficiently compressed by reducing the spatial redundancy in a picture, which is
that adjacent pixels in same object have similar pixel values. The spatial redundancy can be reduced
by encoding the difference between the value predicted by the neighboring pixels and original value.
The video encoding standards such as H.264/AVC and H.265/HEVC provide intra-picture prediction
modes such as direction modes and DC mode for reducing the spatial redundancy. However, it is hard
to apply conventional intra prediction methods for the color picture to the depth picture because the
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depth picture has different characteristics from the color picture such as distribution change of pixels
according to surface type. Therefore, the intra prediction methods for the depth picture have been
studied. Liu [29] introduced the new intra coding mode that is to reconstruct depth pixels with sparse
representations of each depth block to intra prediction. Fu [22] proposed improvement of efficiency
of the intra-picture encoding for filtering the noise by using error model of depth value. Lan [30]
introduced the context-based spatial domain intra mode. For its intra prediction mode, only the
neighboring already predicted pixels belonging to the same object can be used to make prediction.
Shen [31] proposed the edge-aware intra prediction in H.264/AVC that predicts by determining a
predictors based on edge locations in a macroblock. However, conventional methods of intra prediction
for the depth picture are dependent on location information of objects in the picture.

In this paper, we propose the non-direction mode in the intra prediction for the depth picture.
The conventional non-direction mode for the intra prediction such as the plane mode in H.264/AVC
or the planar mode in H.265/HEVC predicts the macroblock through the linear function whose
parameters are computed using reference samples. In contrast, the proposed intra-prediction mode
assumes that the macroblock is composed of a plane surface. The plane surface in the macroblock is
estimated by modeling the plane through the depth values. The proposed mode can be applied using
the variable-size block. We compare the proposed mode with the conventional intra prediction modes
and show that the proposed method is more efficient for depth picture than the conventional intra
prediction methods.

2. Conventional Intra Prediction Methods

2.1. Intra Prediction in H.264/AVC

H.264/AVC uses the intra-picture prediction to reduce the high amount of bits encoded [32–36].
In the intra prediction, a macroblock is predicted based on adjacent previously intra- or inter-predicted
blocks. H.264/AVC has 9 prediction modes for 4 × 4 and 8 × 8 luma blocks, 4 prediction modes for
a 16 × 16 luma block, and 4 prediction modes for a chroma block. Figure 1 shows pixels (a, b, . . . ,
p) in a 4 × 4 luma block to be predicted from the adjacent previously predicted pixels (A, B, . . . , M)
of the upper and left sides. The 9 prediction modes for a 4 × 4 luma block are as follows: 0-vertical,
1-horizontal, 2-DC, 3-diagonal down left, 4-diagonal down right, 5-vertical right, 6-horizontal down,
7-vertical left, and 8-horizontal up.
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Figure 1. Intra prediction pixels and prediction directions for 4 × 4 luma block.

The 4 prediction modes for a 16 × 16 luma block are as follows: 0-vertical, 1-horizontal, 2-DC,
and 3-plane. The vertical mode, the horizontal mode, and the DC mode are same as modes for the
4 × 4 luma block. The plane mode predicts pixels by a linear function. According to H.264/AVC
specification [32], the linear function is as follows:

P̃[x, y] = (w1 + w2 × (x− 7) + w3 × (y− 7) + 16) >> 5, (1)
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where ‘>>’ means the bitwise right shift operator, [x, y] represents a position of the pixel in the
macroblock, w1, w2, w3 represent the intermediate parameters. The parameters are computed from the
reference pixels:

w1 = 16× (P[−1, 15] + P[15,−1])
w2 = (5× H + 32) >> 6
w3 = (5×V + 32) >> 6

H = ∑7
x′=0 (x′ + 1)× (P[8 + x′,−1]− P[6− x′,−1])

V = ∑7
y′=0 (y

′ + 1)× (P[−1, 8 + y′]− P[−1, 6− y′])

, (2)

where P[x′,−1] and P[−1, y′] mean the reference pixels at top and left. In the parameters of the linear
function, w1 means the sum of the top-right reference pixel and the bottom-left reference pixel, w2

means the average of the top reference pixels, and w3 means the average of the left reference pixels.
Thus, results of prediction through the plane mode are continuous and smooth, and this mode works
well in smooth areas, while having known problem that the result of prediction can be discontinuous
at the block boundary.

The intra prediction for the chroma elements is defined for three possible block sizes, an 8 × 8
chroma block in 4:2:0 format, an 8 × 16 chroma block in 4:2:2 format, and a 16 × 16 chroma block in
4:4:4 format. The prediction modes for these cases are the same as for the 16 × 16 luma block, but the
order of these prediction modes is different as follows: 0-DC, 1-horizontal, 2-vertical, and 3-plane.

2.2. Intra Prediction in H.265/HEVC

While the macroblock is the unit of intra prediction in H.264/AVC, a prediction block (PB) is
the unit of the intra prediction in H.265/HEVC [37–40]. The size of PB is allowed to be 64 × 64,
32 × 32, 16×16, 8 × 8, and 4 × 4. The range of supported sizes for the prediction mode has been
increased in H.265/HEVC. H.265/HEVC introduces a planar mode which guarantees continuity at
block boundaries and is desirable. H.265/HEVC employs 35 different modes as shown in Figure 2,
including 33 angular modes, the DC mode, and the planar mode to predict PB. H.265/HEVC can use
the lower left and the above right if they are already prediction. Therefore, to predict the current PU of
size M ×M, a total of 4M + 1 spatially neighboring reference samples may be used.
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Figure 2. Intra prediction directions of H.265/HEVC.

H.265/HEVC supports the planar mode as a non-directional prediction mode similar to the plane
mode in H.264/AVC. The planar mode improves the discontinuity problem in the block boundary of
the plane mode. In planar mode, the bottom-right sample is signalled in the bitstream, the rightmost
and bottom samples are linearly interpolated, and the middle samples are bilinearly interpolated from
the border samples [39]. Figure 3 shows the intra prediction through the planar mode.
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The planar mode should require not only the reference samples but also the bottom-right
sample. The planar + DST mode is introduced to solve this problem [40]. In planar + DST mode,
the bottom-right sample is estimated to the average of the reference samples of top-right and
bottom-left. The computation of this prediction can be simplified. When Z = (L + T) >> 1, the
bilinear interpolation can be replaced with the average of two linear interpolations (horizontal and
vertical) as shown in Figure 4. The prediction computation is as follows:

P̃[x, y] = (PV [x, y] + PH [x, y] + N) >> (log2 N + 1)
PV [x, y] = (N − y)× R[x, 0] + y× R[0, N]

PH [x, y] = (N − x)× R[0, y] + x× R[N, 0]
, (3)

where x and y denote locations of the samples, N stands for total number of sample, R[x, y] stands for
the reference sample of position (x, y).
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The plane mode of H.264/AVC calculates a bilinear model using the reference samples to
predict pixels. In contrast, the planar mode of H.265/HEVC predicts pixels by interpolating each
pixel using a reference sample and a bottom-right sample (or reference samples of top-right or
bottom-left). The planar mode keeps the benefits of the plane mode while preserving continuities
along block boundaries.
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3. Proposed Intra Prediction Method for Depth Picture

In this paper, an intra prediction mode by plane modeling is proposed. The proposed prediction
mode predicts the pixels by planar surface, similar to the plane mode in H.264/AVC or the planar mode
in H.265/HEVC. The prediction method by plane modeling can be applied to the variable-size blocks.

3.1. Pinhole Camera Model

The camera can be considered by a kind of device of coordinate transformation. A coordinate of
the point in 3D space is transformed into the coordinate of 2D virtual plane by the camera. The pinhole
camera model represents the relationship between coordinates of 3D space and 2D virtual plane. In the
pinhole camera model, the camera optical axis is set to z-axis and the pinhole to the origin. A point in
position (xc, yc, zc) of 3D space is projected onto a point in position (−x, −y, −f ), which is on the virtual
plane, as shown in Figure 5a. f means a focal length that is the distance between the pinhole and
the virtual plane. The phase of a projected image is reversed after passing the pinhole. To solve this
problem, the virtual plane is moved to front the pinhole. Then, the point of 3D space is projected onto a
point in position (x, y, f ) of a moved virtual plane, which is defined as the image plane. The relationship
between coordinates of 3D space and the image plane is calculated as follows:

f : x = zc : xc → x = f xc
zc

f : y = zc : yc → y = f yc
zc

,
(4)
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3.2. Plane Modeling

A plane surface in the 3D space is represented as follows:

apxc + bpyc + cp = zc, (5)

where ap, bp, and cp are plane factors. The matrix equation is obtained by substituting pci (1 ≤ i ≤ n)
in a region into Equation (5) as follows:

AR = B

A =


xc1 yc1 1
xc2 yc2 1

...
xcn ycn 1

 B =


zc1

zc2
...

zcn

 R =

 ap

bp

cp

 , (6)

where A is the matrix for the camera coordinates of x and y, B is the matrix for the camera coordinate
of z, and R is the matrix for plane factors ap, bp, cp. In (6), R can be obtained by calculating A−1.
However, A−1 is not calculated because A is not the square matrix. A pseudo-inverse matrix A+ can
be considered instead of the inverse matrix A−1. The pseudo-inverse matrix is a generalization of the
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inverse matrix. The pseudo-inverse matrix is used to compute a best-fit solution to a system of linear
equation that lacks a unique solution. A+ is calculated as follows:

A+ = (ATA)
−1

AT. (7)

~
R ≡ [ ãp b̃p c̃p ], which is the optimal solution of R in (6), is calculated by substituting A+ into A
as follows:

R̃ = A+B. (8)

A plane whose plane factors are set to R̃ is the closest plane to the surface formed by the given
points pci .

3.3. Intra Prediction by Plane Modeling

In this section, the method of intra prediction by the plane modeling is described. First, the image
coordinate of each pixel in a unit block is transformed to the camera coordinate. Then, the pixel points
within the block are modeled as the closest plane. The pixels are predicted using the modeled plane.
The flowchart of the proposed intra prediction is shown in Figure 6.
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In order to model the closest plane to pixel points in the depth picture by (6)–(8), these equations
require camera coordinates. So, an image coordinate (x, y) in the picture should transform to a camera
coordinate (xc, yc, zc). In the depth picture, the depth is defined as the camera coordinate of z, so the
depth value d is equal to zc. Therefore, (x, y) can be transformed into (xc, yc, zc) by substituting d into zc

in Equation (4):
xc =

d
f x

yc =
d
f y

zc = d.

(9)

Finally, the pixel points are modeled from (6)–(8). The actual pixel value is predicted by
substituting the modeled plane factors of (8) and the transformed camera coordinates of Equation (9)
into Equation (5) as follows:

P̃[x, y] = −c̃p

(
ãp

f
x +

b̃p

f
y− 1

)−1

, (10)

where P̃[x, y] stands for the predicted value in position (x, y).
H.264/AVC plane mode and H.265/HEVC planar mode calculate the Equations (1) and (3) by

using the reference samples, while the proposed mode calculates the model factors using current
samples in a block.

Figure 7 shows an example block for the plane modeling. From (6)–(8), R̃ is obtained as
[0.337 0.191 823]T, and the predicted pixels by proposed mode are shown in Figure 8a. The mean
square error (MSE) between the original and predicted pixels is about 1.82. The predictions for
H.264/AVC are shown in Figure 8b–e. MSEs of the vertical, horizontal, DC, and plane modes are about
56.56, 12.09, 30.63, and 4.86, respectively. Therefore, we can see that the proposed prediction is better
than the conventional modes for plane surface.
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3.4. Intra Prediction by Plane Modeling for Variable-Size Block

The proposed intra prediction can be available to variable-size block. First, the proposed
plane modeling and prediction are performed on each block with the maximum size Nmax × Nmax.
The predicted block is evaluated as the accuracy of the plane prediction by calculating MSE as follows:

MSE =
1

N2 ∑
x,y

(P̃[x, y]− P[x, y])
2
, (11)

where P[x, y] and P̃[x, y] are the original and predicted values in position (x, y), and N is the block
size. If MSE is less than T, the prediction is completed with the current block size. T is a threshold.
Otherwise, the block is divided by halving the width and height. The divided blocks are repeatedly
modeled and predicted. If the size of a divided block is equal to minimum size Nmin × Nmin, the block
is predicted by one of all possible modes. Figure 9 shows the process of the intra prediction for a
variable-size block.
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4. Simulation Results

In order to measure the performance of the intra prediction, we use depth videos with various
objects by Kinect and Kinect v2. The focal length of device for simulation, which is used as f in
Equation (9), is specified as shown in Table 1. Depth videos are obtained from [41–43]. Table 2 shows
the picture resolutions for each source. Figure 10 shows the pictures for each source.

Table 1. Focal length of the depth camera for simulation.

Depth Camera Focal Length

Kinect 585.6
Kinect v2 365.5

Table 2. Capturing environment of the depth pictures for simulation.

Source Picture Captured Device Picture Resolution

desk [41] Kinect 640 × 480
kitchen [41] Kinect 640 × 480

meeting room [41] Kinect 640 × 480
table [41] Kinect 640 × 480
home [42] Kinect v2 512 × 424

ground [43] Kinect v2 512 × 424
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Figure 10. Depth pictures for simulation: (a) desk; (b) kitchen; (c) meeting room; (d) table; (e) home;
and (f) ground.

We measure the prediction accuracy of proposed mode according to block size N. In this
simulation, we regard the blocks that MSE is over than 1000 as non-plane blocks and exclude these
blocks from this simulation. Table 3 shows the simulation results. The pixel value is predicted more
accurately as N is smaller.

Table 3. Prediction accuracy according to block size.

Source Picture
MSE

N = 4 N = 8 N = 16 N = 32

desk 11.90 24.85 48.66 94.93
kitchen 11.16 21.00 40.10 73.88

meeting room 12.38 26.98 52.50 84.48
table 9.51 20.29 40.28 84.23
home 13.21 30.78 64.08 104.34

ground 45.78 74.87 116.30 150.19

We measure distributions of the prediction error in the proposed mode. The prediction errors are
distributed in the range of [−107, 105], [−226, 217], [−344, 434], and [−842, 949] in the cases of N = 4,
8, 16, and 32, respectively, as shown in Table 4. Figure 11 shows the distributions of prediction errors
within the range of [−20,20] according to N. The variance of prediction error increases as N increases.

Table 4. Maximum and minimum prediction errors for proposed mode.

Source Picture
N = 4 N = 8 N = 16 N = 32

Min Max Min Max Min Max Min Max

desk −107 103 −187 186 −326 327 −346 345
kitchen −107 102 −169 159 −191 177 −218 204

meeting room −106 105 −224 217 −314 328 −346 348
table −107 104 −189 179 −238 241 −362 365
home −99 105 −226 204 −344 342 −842 949

ground −104 102 −178 191 −312 434 −328 446
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Next, the prediction accuracy and the entropy power are investigated when the proposed
prediction mode is included. The conventional prediction modes are applied to all of the modes
of H.264/AVC and the planar mode of H.265/HEVC. Including proposed mode means adding the
proposed mode to the conventional modes. The entropy power is defined as the output of white noise
with the same frequency of all signals in an environment. The entropy power is calculated as follows:

N(X) = 1
2πe e2h(X)

h(X) = −∑i fi ln ( fi),
(12)
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where fi is the probability of a signal i. In the results shown by Tables 5 and 6, prediction accuracy and
entropy power are improved in the including proposed mode. These results show that the depth video
can be effectively compressed by the proposed mode.

Table 5. Comparison of conventional intra prediction modes and proposed mode (Block size = 16).

Source Picture

Conventional Intra Prediction Modes
(H.264/AVC + Planar Mode) Including Proposed Mode

MSE Entropy Power MSE Entropy Power

desk 1872.30 32.41 1189.01 22.27
kitchen 451.76 24.34 199.85 10.93

meeting room 13,971.22 61.40 5471.41 38.13
table 656.07 30.69 363.60 12.37
home 123,561.65 142.12 95,058.91 69.85

ground 13,288.39 504.61 5713.84 230.13

Table 6. Comparison of conventional intra prediction modes and proposed mode (Block size = 4).

Source Picture

Conventional Intra Prediction Modes
(H.264/AVC + Planar Mode) Including Proposed Mode

MSE Entropy Power MSE Entropy Power

desk 287.53 1.81 219.70 1.60
kitchen 40.36 1.57 30.37 1.29

meeting room 1281.05 2.50 807.57 2.20
table 69.72 1.58 59.10 1.35
home 12,583.65 6.75 8716.85 4.14

ground 2256.50 28.62 1266.52 19.10

Figures 12 and 13 show the mode selection frequency of intra prediction when the block sizes
are 16 × 16 and 4 × 4. In the case of including the proposed mode, the proposed mode is selected by
more than 50% when block size is 16 × 16. More than 20% is selected when block size is 4 × 4. We can
see that the proposed mode is more efficient than conventional intra prediction modes. The proposed
mode in 16 × 16 block size is selected more than 4 × 4 block size.
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Figure 13. Selection ratio for 4× 4 block size: (a) conventional intra prediction modes; and (b) including
proposed mode.

Then, the prediction accuracy is simulated for variable-size block. In this simulation, the minimum
block size is set to 4 × 4 and the maximum block size to 32 × 32. Table 7 shows the number of blocks
divided by variable-size and MSE according to threshold T. The prediction accuracy is improved as
the T is lower, but the number of blocks increases as the T is lower.

Table 7. MSE and number of blocks in variable-size block.

T

Desk Kitchen Meeting Room Table

MSE Number of
Blocks MSE Number of

Blocks MSE Number of
Blocks MSE Number of

Blocks

100 16.30 2132 13.31 1368 14.41 2267 12.13 1469
200 27.68 1867 21.25 1179 20.04 2103 20.03 1324
300 38.77 1728 29.59 1085 28.27 1977 28.48 1197
400 49.83 1631 38.41 1020 41.58 1825 36.30 1092
500 56.38 1591 45.96 971 48.05 1760 47.86 997
600 59.54 1549 51.87 939 50.21 1743 57.34 926
700 71.69 1486 60.06 902 63.29 1676 63.31 890
800 77.60 1463 62.55 891 75.19 1621 68.70 860
900 87.29 1433 70.33 849 83.36 1589 76.62 835
1000 92.13 1410 83.19 803 93.76 1541 89.67 806

Tables 8–11 show the number of blocks according to the block size when the threshold T is 200,
400, 600, and 800, respectively. As T is larger, the number of blocks which are selected to the maximum
block size increases and the number of blocks which are selected to others block sizes decreases.

Table 8. Number of blocks by size in variable-size block in ‘desk’.

Block Size
T

200 400 600 800

32 × 32 184 204 208 215
16 × 16 240 192 186 170

8 × 8 441 381 373 349
4 × 4 1002 854 782 733

Non proposed mode selected (4 × 4) 818 694 638 591
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Table 9. Number of blocks by size in variable-size block in ‘kitchen’.

Block Size
T

200 400 600 800

32 × 32 230 245 251 254
16 × 16 154 117 109 107

8 × 8 259 222 187 167
4 × 4 536 436 392 363

Non proposed mode selected (4 × 4) 444 324 252 201

Table 10. Number of blocks by size in variable-size block in ‘meeting room’.

Block Size
T

200 400 600 800

32 × 32 183 197 199 208
16 × 16 200 187 192 173

8 × 8 529 437 414 379
4 × 4 1191 1004 938 861

Non proposed mode selected (4 × 4) 981 848 798 743

Table 11. Number of blocks by size in variable-size block in ‘table’.

Block Size
T

200 400 600 800

32 × 32 226 238 250 253
16 × 16 148 135 111 109

8 × 8 316 245 185 167
4 × 4 634 474 380 331

Non proposed mode selected (4 × 4) 470 354 304 265

The encoding efficiency increases as the number of blocks divided by variable-size decreases.
It is necessary to select optimal T in consideration of the inverse relationship between the prediction
accuracy and the encoding efficiency. To find the optimal T, we define αT and βT as:

αT = MSET
βT = (BT − 500)/(2500− 500)× 100,

(13)

where αT is MSE described in (11), βT is the number of blocks divided by variable-size according to T.
The optimal T is determined by finding a solution that satisfies the following equation:

λαT − (1− λ)βT = 0, (0 ≤ λ ≤ 1), (14)

where λ is a parameter that the weight between the prediction accuracy and the number of blocks
divided by variable-size. Figure 14 shows finding the optimal T in each picture when λ = 0.7. In this
case, the optimal T is determined between 150 and 300.
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5. Conclusions

In this paper, the intra prediction method was proposed for the depth picture coding by the
plane modeling. The variable-size block was also proposed in intra prediction. The proposed method
predicts the pixels based on a plane model by transforming the coordinates into 3D using the depth
value. The accuracy was improved by proposed prediction which was suitable for the characteristic
of the depth picture. The proposed mode has an advantage that the value can be predicted more
effectively than the conventional method for a rolled or tilted plane. In the proposed intra prediction
mode, the model factors of each plane are required to coding process. A method of encoding the model
factors for each plane should be further researched.
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