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Abstract: This study proposed a gaze-controlled method for visualization, navigation, and retrofitting
of large point cloud data (PCD), produced by unmanned aerial vehicles (UAV) mounted with laser
range-scanners. For this purpose, the estimated human gaze point was used to interact with a
head-mounted display (HMD) to visualize the PCD and the computer-aided design (CAD) models.
Virtual water treat plant pipeline models were considered for retrofitting against the PCD of the actual
pipelines. In such an application, the objective was to use the gaze data to interact with the HMD so
the virtual retrofitting process was performed by navigating with the eye gaze. It was inferred that
the integration of eye gaze tracking for visualization and interaction with the HMD could improve
both speed and functionality for human–computer interaction. A usability study was conducted
to investigate the speed of the proposed method against the mouse interaction-based retrofitting.
In addition, immersion, interface quality and accuracy was analyzed by adopting the appropriate
questionnaire and user learning was tested by conducting experiments in iterations from participants.
Finally, it was verified whether any negative psychological factors, such as cybersickness, general
discomfort, fatigue, headache, eye strain and difficulty concentrating through the survey experiment.

Keywords: gaze interaction; head-mounted display; point cloud; virtual retrofitting

1. Introduction

Three-dimensional (3D) data, particularly PCD, and 3D models are used every day to represent
environments and objects [1]. Modern PCD collection, processing, and visualization have considerable
importance for many applications, including industrial design, virtual reality , augmented reality,
and retrofitting. Laser range scanners have become increasingly used for sampling and creating 3D
scenes, which has led to massive PCD.

Interactions with the large PCD have become challenging, such as viewing, retrofitting,
and presenting the data. Interaction techniques in 3D for navigating viewpoints and models are
now conventional and let the user choose the best possible viewpoint to analyze and retrofit the
models. For example, redesigning route plans for transporting pipes and equipment in industrial
plants, e.g., petrochemical or thermal plants, and hydromodification in water treatment facilities are
particularly challenging [2] Hence, laborers involved in maintenance, reconstruction, and upgradation
tasks face risks because of the unknown defects and/or unidentified complex objects in the plant.
Maintenance and upgrading plant facilities frequently require components to be redesigned and/or
added. Validating these upgrades (retrofitting) is time-consuming and tedious.

Therefore, virtual retrofitting applications are required that can analyze and optimize retrofit
decisions, reducing the required time for currently typically lengthy projects. An accurate retrofit
model of an existing pipeline plant in heavy industries would allow easier visualization and analysis
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to ensure that the proposed retrofit meets the requirements and provides the best value. Retrofitting
has previously been achieved manually by professional staff using commercial software [3], and no
previous virtual retrofitting studies have been documented.

For complicated engineering projects that include redesign tasks, 3D model retrofitting using
PCD would require considerable staff time struggling with current interfaces. Therefore, intuitive
interaction methodologies for virtual retrofitting of CAD models are urgently required to help validate
complex projects.

This study adopted gaze-controlled interaction for virtual retrofitting using a HMD to increase
speed and functionality. Eye gaze provides various promising information, including the individual’s
cognitive state [4]. In a controlled immersive virtual environment (VE), the natural quickness of eyeball
movement complemented by human intuition provides excellent interaction input for controlling
objects in the virtual world [5].

3D scanning has been widely employed across many industries for reverse engineering and
part inspection for many years [6], and acquires the 3D shape with detailed geometry information.
However, acquiring PCD in heavy industrial plants with numerous pipelines is manually strenuous.
An UAV could provide spatial sensory information at much higher resolution by inspecting at a
considerably closer range [7], and can access many environments where human access is restricted.
Thus, a laser scanner mounted on a UAV could map the entire industrial environment, producing
comprehensive PCD.

Therefore, we leveraged eye gaze to analyze and retrofit CAD models with PCD in a VE.
The remainder of this paper is organized as follows. Section 2 discusses previous studies related to
human gaze, eye tracking, PCD, and retrofitting. Section 3 details the proposed method, and Section 4
presents experimental results and analysis from applying the proposed system to a practical case study.
Section 5 summarizes and concludes the paper.

2. Related Works

Various research on gaze tracking were conducted starting from video-based eye tracking study
on a pilot-operated airplane [8]. Gaze tracking was enhanced with the objective of improving accuracy
and reducing the constraints on the users [5]. Rapid advancements in computing speed, digital video
processing, and low cost hardware have made gaze tracking equipment relatively accessible to users,
with many current applications in gaming, web advertisements, and virtual reality [9].

Exploring PCD in immersive VE is an emerging research area. Various attempts have been made
to enable human observers to explore PCD in VE [10], with mixed success. Exploration of 3D models
and PCD in VE to securitize errors is considered effective [11], but developing new ways to interact
with the virtual objects for modification and redevelopment is challenging [12].

Gaze based interaction with the VE has not been widely explored previously. The Pupil
software [13] offers add-ons to HTC VIVE (HTC and Valve Corp., Bellevue, WA, USA) [14] that
enables extracting the user’s gaze, and various VE interaction models have been proposed [15].
Remote eye tracking has been recently introduced for TV panels to enable gaze-controlled functionality,
such as switching channels and navigating menus [5]. Different gaze tracking devices, wearable and
non-wearable with single or multiple cameras, have been studied [16–18]. Near-infrared cameras and
illuminators have been employed for most non-wearable gaze tracking systems. Eye gaze interaction
in VE has become a strong research and application focus [19], and Piumsomboon et al. [20] reviewed
a number of promising eye gaze based techniques, including

1. duo-reticles,
2. radial pursuit,
3. nod and roll.
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Studies have also considered self-calibrating eye trackers embedded in an HMD to improve
tracking and effective interaction [21].

Manipulating objects in a VE and related challenges have been studies for scenarios including
remote collaboration [22], object manipulation on a table top VE [23], and object manipulation in
immersive environments [24]. However, no previous virtual interaction model has employed eye gaze
as an input to modify or interact with the virtual PCD.

PCD are a common input for geometric processing applications, and their acquisition and
reconstruction are significant challenges for many applications, including virtual reality, digital
industries, augmented reality, and retrofitting [25–27]. PCD have been acquired using a variety
of laser scanners, and the availability of such 3D data is expected to pose new challenges to efficiently
view, edit, and interact [28].

3. Proposed Method

The main objective for the current study was to develop a virtual retrofit application that provided
affordable upgrades for complex engineering models in heavy industrial plants to support and help
decision-making for retrofit projects. Currently, plant upgrades are high risk projects and traditional
retrofit projects require engineers to make multiple site visits for field survey measurements and
checking design aspects.

The proposed gaze-controlled virtual retrofitting method allows immersive retrofitting to be
performed virtually and interactively. The proposed method has the potential to reduce errors and
interferences that can occur with onsite construction work.

It provides for precise addition and deletion of CAD models to update existing models in the
virtual system. We defined four gaze interactions as follows:

1. Inserting the CAD model into the VE.
2. Translating the CAD model along x- and y-axes to retrofit with the PCD.
3. Deleting the CAD model from the VE.
4. Zooming in and out within the VE:

S =
(Mx

r −Mn
r )(

Mx
gN −Mn

gN

) , (1)

Hgaze = Mn
r + S(gN −MgN). (2)

The gaze data given by the eye tracker were in the normalized coordinate system. In contrast,
the HTC VIVE rendered at a display resolution of 1080 ×1200 pixels per display. Values from the
eye tracker were mapped to adapt to the HTC VIVE (In Figure 7) display resolution as shown in
Equations (1) and (2), where S is the slope; and Mx

r and Mn
r are maximum and minimum HMD

resolution, respectively;. Mx
gN and Mn

gN are the maximum and the minimum values of the gaze normal,
respectively; and gN is the current gaze normal. Gaze normal is the gaze vector represented as a
unit vector.

In immersive VE, the number of consecutive user blinks is lower than that in a non-immersive
VE [29]. Hence, user eye blinks were considered to be a useful interaction. To maintain consistency
between consecutive blinks, we set the blink interval 37–45 ms. We used eye blinks to insert predefined
models for virtual retrofitting. Algorithm 1 shows the eye gaze interaction workflow.
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Algorithm 1 Eye gaze interaction for retrofitting in a virtual environment (VE).

1: Retrieve GazeNorms(x, y) and Eye Blink data from the IPC backbone messaging bus of the Pupil

service.
2: Map the retrieved GazeNorms(x, y) using the mapping function described in Equations (1) and (2),

such that Hgaze = f (GazeNorms(x, y)).
3: Check for eye blinks. If true, move to step 4; else, go to step 7.
4: getNoBlinks() from the IPC backbone messaging bus of the Pupil service.
5: If 37 < blinkinterval < 45, then go to step 6; else, ignore blinks.
6: Execute the corresponding interaction routine.

1. 2 blinks→ zoom in.

2. 3 blinks→ zoom out.

3. 4 blinks→ toggle model (delete current model and insert a new model).

7: Execute switched routines (getGazeTrajectory(Hgaze)).
8: Interactions

1. Double gaze up: translate model in focus by 1 unit in the positive y direction.

2. Double gaze down: translate model in focus by 1 unit in the negative y direction.

3. Double gaze right: translate model in focus by 1 unit in the positive x direction.

4. Double gaze left: translate model in focus by 1 unit in the negative x direction.

5. Otherwise: Ignore gazeTrajectory.

9: Loopback from step 3 until the end of the session.

Figure 1 shows how the various modules and apparatus were integrated into the virtual
retrofitting application.

Figure 1. Module integration for the proposed virtual retrofitting application.
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4. Experimental Results and Analysis

4.1. UAV Setup

We chose the DJI Matrice 100 UAV (DJI, Shenzhen, Guangdong, China) with V.1.3.1.10 firmware
(DJI, Shenzhen, Guangdong, China) and TB47D battery. This provided stabilized flight and 13 min of
hovering time with 1000 g payload. The UAV supported dual battery, increasing flight time to 40 min
and also included an advanced flight navigation system incorporating GPS, flight controller, and DJI
lightbridge, allowing it to perform complex tasks and operate in all environment conditions. Table 1
provides DJI Matrice 100 technical specifications [30].

Table 1. Technical specifications for the DJI Matrice 100.

Parameters Values

Drone type Fixed wing with intelligent flight battery

Battery 5700 mAh LiPo 6S

Video output USB, High-Definition Multimedia Interface-Mini

Flight specification
Ascent: 5 m/s (max)
Descent: 4 m/s (max)

Operating temperature −10 ◦C to 40 ◦C

4.2. UAV and Velodyne Sensor Integration

We used the Velodyne LiDAR Puck LITE (Velodyne LiDAR, San Jose, CA, USA) for partial PCD
acquisition. This is a lightweight version specifically designed to meet relatively low UAV weight
restrictions. The sensor was a 16-channel LiDAR scanning 360◦ in the horizontal field of view (FOV)
and ±15◦ in the vertical FOV. The sensor had low power consumption, scanned the environment in
3D at up to 20 Hz, generating approximately 300,000 points per second, with a range up to 100 m,
and weighed 590 g, making it ideal for mounting on a UAV [31]. The Matrice 100 offers a hardware
interface to share its power supply with third party hardware, such as the Velodyne. We used a DROK
voltage regulator (Droking, Hong Kong, China) to share UAV battery power to the Velodyne sensor,
as shown in Figure 2. Power supply for the manifold was connected through a dedicated power port
on the UAV and the Velodyne was connected to the manifold through a LAN cable.

Figure 2. UAV and Velodyne sensor hardware integration.

We optimized the payload weight distribution and Matrice 100 configuration by trial and error,
as shown in Table 2 and Figure 3.
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Figure 3. Trial and error optimized setup for data acquisition.

Table 2. Trial and error optimized payload distribution.

Device Weight
(g)

Wi-Fi dongle 80
DROK voltage regulator 9
DJI manifold 200
Velodyne LiDAR Puck Lite 590

Total 879

4.3. Recording Software Setup

We used the Indigo robot operating system (ROS-Indigo) [32,33] to record sensor data, running
over Ubuntu 14.04. The Velodyne sensor was initially triggered, and then sensor data were stored as an
ROS bag using the built-in rosbag node. The ROS bag was then converted to visualizable PCD format
and stored on the onboard computer. PCD files were remotely transferred to another host machine
over secure file transfer for subsequent processing.

4.4. Acquisition of 3D PCD

The Velodyne sensor was mounted on the chosen, as shown in Figure 4, and we manually
calibrated the UAV to achieve stable flight, as shown in Figure 5. Scanning was triggered from a
remotely connected computer to the onboard computer through the DJI manifold. The Matrice 100
quadcopter provided an onboard software development kit to simplify programming.
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Figure 4. Velodyne Puck LITE sensor mounted on the chosen UAV DJI Matrice 100.

Figure 5. UAV manual calibration at the measurement site.

4.5. Preprocessed 3D PCD

The acquired PCD were processed to create a more detailed partial 3D point cloud models of the
scanned environment. Alignment problems can arise depending on the application when a similar
scene or environment for an area of interest was acquired multiple times from multiple views.

We used the commercial Trimble laser scanner (Trimble, Sunnyvale, CA, USA), with accuracy
up to ±2 mm, to acquire the 3D PCD of the environment, as shown in Figure 6a. Figure 6b shows a
typical partial PCD generated by Velodyne, which was used to check correct orientation with the PCD
generated by the commercial Trimble. Many methods have been proposed for pairwise point cloud
alignment [34].

We adopted the popular iterative closest point [35] registration algorithm variant called
generalized iterative closest point [36] with an initial optimized step.

(a) (b)

Figure 6. Acquired 3D PCD: (a) preprocessed, and (b) partial 3D PCD.
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4.6. Virtual Retrofitting and Efficient Visualization

The proposed gaze-controlled virtual retrofitting method allowed the decision maker to visualize
and analyze the retrofit by interacting with the VE. The immersive visualization setup used an HTC
Vive HMD, as shown in Figure 7, with a Pupil eye tracker. Estimated gaze values produced by the eye
tracker were used as inputs to control PCD interactions. The Pupil eye tracker provided real-time data
the IPC backbone messaging bus, which ran as a thread in the main process and allowed messages to
push to it and could also subscribe to other actors’ messages. Therefore, the IPC formed the backbone
for all communication from, to, and within Pupil apps.

Figure 7. HTC Vive and Pupil eye tracker inside the HMD.

We selected the water treatment plant at the Korea Institute of Construction Technology for
the experimental study, as shown in Figure 8a, with various pipe diameters as shown in Figure 8b.
The water treatment plant can currently provide constant of water flow in the pipeline but needs to be
upgraded to increase the water supply.

Figure 9 shows the predefined CAD Model 1 from AutoCAD for virtual retrofitting increased
water flow efficiency, whereas Model 2 reduced pipe complexity and the time taken for the same total
water flow, as shown in Figure 10.

Figure 11 shows the preprocessed PCD rendered view on the HMD, implemented using C++ and
the visualization toolkit, an open source software system [37]. Figures 12 and 13 show the retrofitted
PCD with Models 1 and 2, respectively.

(a)

(b)

Figure 8. Experimental setup: (a) water treatment plant at Korea Institute of Construction Technology;
(b) pipe diameters considered for retrofitting.
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Figure 9. Predefined CAD model 1 with T joint to increase efficiency.

Figure 10. Predefined CAD model 2 with L joint to reduce pipe complexity.

Figure 11. PCD view in the HMD.
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Figure 12. HMD view of retrofitted PCD with Model 1.

Figure 13. HMD view of retrofitted PCD with Model 2.

4.7. Usability Study

To investigate the speed and the usability of the proposed system, we conducted a user study
with five participants (two female and three male) aged between 25 and 30 years with corrected and
normal vision. The CAD model was placed 27.35 cm from the rendered PCD, randomly in the x, y
plane. Participants were asked to move the CAD model and retrofit with the PCD using the mouse
and gaze-controlled interactions in separate experiments.

The Pupil eye tracker was calibrated individually for each participant prior to commencing
the experiment, in order to compensate for any participant’s myopia. Ten iterations of mouse and
gaze-controlled interaction retrofitting were conducted for each participant, providing a total of 100
experiments. Table 3 shows that speed and ease of interaction were significantly improved ( 25%)
using the gaze-controlled interaction compared with mouse interaction retrofitting.
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Table 3. Speed and usability results.

Method
Average Time Taken for Retrofitting

in Milliseconds

P1 P2 P3 P4 P5

Mouse interaction-based 1970 2260 2190 2020 2560
Gaze-controlled 1490 1790 1480 1560 1820
Difference in speed 480 470 710 460 740

Average increase in speed 572

4.8. VE Immersion

We adapted an appropriate questionnaire from Witmer et al. [38] to analyze immersion, interface
quality, and accuracy for the proposed system, comprising the following questions where participants
rated their responses from 1 (very bad) to 10 (very good).

1. Immersion for the proposed system.

• How involved were you in the virtual environment experience?
• Were you involved in the experimental task to the extent that you lost track of time?
• Were there moments during the virtual environment experience when you felt completely

focused on the task or environment?

2. Interface quality.

• How much were you able to control events?
• How helpful was the gaze based interfere in performing the assigned tasks?

3. Accuracy.

• How well could you move or manipulate objects in the virtual environment?
• Were you able to anticipate what would happen next in response to the actions you

performed?

Figure 14 shows the questionnaire responses. There was a linear correlation between participant
immersion within the VE and accuracy of the tasks performed.

Figure 14. First experiment participant questionnaire results.
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4.9. User Learning

The proposed system was tested with a different five participants (four female and one male)
aged between 25 and 30 years. These participants were trying the proposed system for the first time,
but had information regarding how the system worked. They were asked to perform five retrofitting
iterations, and then performed the same questionnaire as in the previous experiment. Figure 15 shows
that participant retrofitting accuracy increased, time taken decreased, and immersion level decreased
over the iterations. This outcome was to be expected as the participants became more acquainted with
the system with every iteration. The time taken to retrofit could be considered a direct measure of
participant learning, as shown in Figure 16.

Figure 15. Second experiment participant questionnaire results.

Figure 16. User learning.

4.10. User Cybersickness

We used an appropriate questionnaire from Kennedy et al. [39] to measure participant
cybersickness regarding the proposed system, including general discomfort, fatigue, headache, eye
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strain, and difficulty concentrating. Participants were asked to respond as none, slight, moderate,
and severe. Figure 17 shows the questionnaire results.

Figure 17. Experiment 2 participant cybersickness.

5. Conclusions

Retrofitting existing pipelines in plants is challenging due to critical defects in unidentified
complex objects, which are factors of risk for field working operators. This paper proposed a framework
for virtual retrofitting of industrial pipeline plants using eye trackers to estimate the user’s gaze for
interaction with a VE. The gaze-controlled interaction efficiently assisted with modification and
upgradation of existing facilities.

Alignment of the pre-processed partial PCD direct from the from LiDAR provided accurate global
coordinate system positioning, which ensured precise 3D CAD model retrofitting. The HMD allowed
efficient visualization to retrofit the physical plant in the VE before onsite implementation.

The Pupil eye tracker employed for this study has some limitations. Although it had good
accuracy immediately after calibration (≈1.5◦), calibration was required every time the tracker was
used, making it difficult to test. The eye cameras often heated up, causing jitters in the gaze data. We did
not attempt to measure this error, rather we just re-calibrated the Pupil every time this occurred. Since
the application employs gaze direction and eye blinks for interaction, precise gaze point convergence
wasn’t so critical and we were able to achieve acceptable results (to the users) with the Pupil eye
tracker, which was the cheapest and best solution.

The PCD density depends on the depth of the scanning environment, and the PCD must be
refreshed at regular intervals in the renderer. Thus, a graphics processing unit able to handle large
PCDs is essential. Environmental factors, including wind speed and temperature, affect UAV stability
while acquiring the PCD. These effects could be improved by incorporating inertial measurement
sensors for better orientation accuracy. The current study performed retrofitting offline procedure
using the preprocessed PCD and predefined CAD models. Future work will extend this process to
real time.

We also intend to investigate and implement gaze based user interaction methods to increase
interaction speed and reduce user cybersickness. A parallel auditory system could also be added
to increase immersion. Closer investigation of the interaction method will identify areas that could
improve user satisfaction, immersion, and reduce cybersickness.

The proposed system could be implemented alongside other VE applications, such as industrial
design, interior design, and gaming.
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