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Abstract: The hybrid synchronization problem of a class of chaotic systems is investigated in this
paper. Firstly, the existence of hybrid synchronization problems in such systems is proved theoretically
by a proposed necessary and sufficient condition. That is, the hybrid synchronization problem is
equivalent to solve a group of nonlinear algebraic equations about α. It is interesting that one value
of α indicates one type of synchronization. Secondly, all solutions for the hybrid synchronization
problem are obtained by finding solutions of all the above equations about α. Thirdly, an universal
control method is proposed to realize such hybrid synchronization problems. Finally, illustrative
examples are provided to verify the validity and effectiveness of the obtained results.

Keywords: Chaos; complete synchronization; anti-synchronization; coexistence; simultaneous
synchronization and anti-synchronization; universal control method

1. Introduction

It is believed that the strange attractor and butterfly effect proposed by Lorenz in 1963 could
help people begin to keep an eye on chaotic dynamics and even be used in nonlinear science.
From then on, chaotic behavior has been extensively analyzed in many fields, e.g., engineering,
ecology, biology, economics, and so on, even in the social sciences. More attention has been paid to
these problems associated with synchronization and control of chaotic systems since the significant
works carried out by Pecora and Carroll in 1990 [1,2]. It is well known that complete synchronization
of unidirectionally coupled chaotic systems and its potential applications in engineering are currently
a field of great interest. Also, projective synchronization has received much attention due to its
faster communication and proportionality between the dynamical systems. In case of projective
synchronization, the master and the slave system can be synchronized up to a scaling factor. The scaling
factor is a constant transformation between the driving and the response variables. In applying this
to secure communications, this proportional feature can be used to extend binary digital to M-nary
digital communication for getting communication much faster. In conclusion, the relevant topics
about chaotic and even hyper-chaotic systems could cover these subjects such as (1) emergence and
occurrence of chaotic attractors, multi-scroll attractors, multi-wings, in continuous dynamic systems
or maps; (2) chaos in integer and/or fractional order nonlinear systems; (3) spatiotemporal chaos in
coupled oscillators or network; (4) Chaotic properties in electric activities of neurons; (5) Chaos control
and synchronization problems. The emergence of chaos and hyper-chaos in dynamic systems could
be harmful for us and should be controlled. In this case, many schemes were proposed to apply the
chaotic systems to reach arbitrary orbits or stable points. Indeed, the self-adaptive control scheme is
appreciated greatly because the controller could have lower power consumption and take a shorter
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transient period to reach the goal. In the last decades, this topic has been extensively investigated,
some interesting research can be explored in relevant works [1–26] and many similar results have been
cited in those references. However, there still exist many important problems which have not been
considered in the existing literatures.

In the next, we take the following example to show it. Consider the following hyper-chaotic
system [4]:

ẋ1 = a1(x2 − x1) + x4

ẋ2 = a4x1 − x1x3 + a3x2

ẋ3 = x1x2 − a2x3 (1)

ẋ4 = x3x4 + a5x4

where ai, i = 1, 2, ..., 5, are real numbers.
Following the procedures in [4], the slave system is given as follows:

ẏ1 = a1(y2 − y1) + y4 + u1

ẏ2 = a4y1 − y1y3 + a3y2 + u2

ẏ3 = y1y2 − a2y3 + u3 (2)

ẏ4 = y3y4 + a5y4 + u4

where u = (u1, u2, u3, u4)
T is the designed controller which can meet the desires performance.

Define the following sum variables:

E1 = x1 + y1, E2 = x2 + y2, E3 = x3 + y3, E4 = x4 + y4,

then the sum system is obtained as follows:

Ė1 = a1(E2 − E1) + E4 + u1

Ė2 = a4E1 + a3E2 − x2y4 − x1x4 + u2

Ė3 = −a− 2E3 + x2y2 + x1x3 + u3 (3)

Ė4 = a5E4 + x3x4 + x2x3 + u4

According to the results in [4], the designed controllers are presented as follows:

u1 = u1

u2 = u12 + u22

u3 = u13 + u23 (4)

u4 = u14 + u24

where u22, u23, u24 are given as follows:

u22 = x2z2 + x1z1

u23 = −x2y2 − x1y1 (5)

u24 = −y2z2 − y1z1

It is well known that the controller is designed in this form: U = (U1, 0)T ∈ Rn, where U1 ∈ Rr

and 1 ≤ r < n, which is a physically implementable. In general, the single input controller is usually
designed in real applications, i.e., r = 1. It is easy to see that the designed controller (4) is not
a physically implementable controller because that the dimension of this controller is the same as
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the dimension of the system (3). Moreover, it is obvious that the sub-controllers (5) are only used to
counteract the corresponding opposite terms in the sum system (3). Similar results published in [5–11],
the designed controllers can guarantee the performance: the anti-synchronization, but the designed
controllers are only mathematically relevant in some sense. In a word, the anti-synchronization
problem for a given chaotic system should be investigated firstly when this system is considered.
In fact, we have proved rigorously the fact: for a given chaotic system in this form: ẋ = f (x),
where x ∈ Rn, the anti-synchronization problem exists if and only if f (−x) = − f (x) in [26]. Therefore,
there are still exist many important problems for the chaotic systems in arbitrary dimensions which
need to be investigated further.

Up to now, there are several types of synchronization problems for the chaotic systems,
e.g., anti-synchronization, synchronization, projective synchronization, coexistence of synchronization
and anti-synchronization, simultaneous synchronization and anti-synchronization, etc. In [25],
we have investigated the projective synchronization problem for a class of chaotic systems extensively.
A natural question arises: can several types of synchronization problems for a given chaotic system
be investigated in a unified form? i.e., whether the complete synchronization, anti-synchronization,
coexistence of synchronization and anti-synchronization, simultaneous anti-synchronization and
complete synchronization, are studied in a unified form or not? This question is very important in
theory and applications. To the best of the authors’ knowledge, there are no relative literatures have
been published so far, which motivates us to do the present work.

As is stated in [9], the existence of hybrid synchronization can effectively enhance security
in communication. Due to these reasons, to design the proper controller to reach the
hybrid synchronization has become an important problem. Therefore, we investigate the hybrid
synchronization problem of a class of chaotic systems and present serval new results. The main
contributions are summarized as follows: (1) A new unified definition named hybrid synchronization
is presented; (2) A necessary and sufficient condition is proposed, which is used to proof
the existence of the hybrid synchronization problem of the chaotic systems. Based on this
condition, the hybrid synchronization problem is equivalent to solve a group of nonlinear
algebraic equations about α, i.e., one value of α indicates one type of synchronization problem;
(3) All solutions for the hybrid synchronization problem are obtained by finding solutions of all
algebraic equations about α; (4) An universal control method is designed to ensure the realization the
hybrid synchronization problem (see Figure 1).

Figure 1. The flowchart of proposed technique.

Remark 1. M and S stand for the master system and the slave system, respectively.
Hybrid Synchronization (HS), Complete Synchronization (CS), Anti-Synchronization (AS), Coexistence of
complete synchronization and anti-synchronization (Coexist).



Symmetry 2018, 10, 552 4 of 18

Notation Throughout this paper, as usual, R stands for the real number, In represents an n× n
identity matrix, Λ = {1, · · · , n} is an index set, α = Diag{α1, · · · , αn} is a diagonal matrix,
where αi 6= 0, and u = K(e) ∈ Rn is a controller, where K(.) is a continuous vector function with K(0)
= 0.

2. Preliminaries and Problem Formation

We firstly present a new unified definition for the sequel use.
Consider the chaotic system which is expressed as follows:

ẋ = f (x) (6)

where x ∈ Rn, f (x) = ( f1(x), · · · , fn(x))T is a continuous function vector and f (0) = 0.
Suppose the system (6) be the master system, then the slave system with variable y is given as:

ẏ = f (y) + u (7)

where y ∈ Rn, u ∈ Rn is the designed controller.
Make e = y− αx, and then the error system is presented as follows:

ė = f (y)− α f (x) + u (8)

where e ∈ Rn is the state vector.
Summarizing the existing definitions in [26–28], we give a new unified definition named hybrid

synchronization in the next.

Definition 1. Consider the error system (8).

• If lim
t→∞
‖e(t)‖ = 0 holds for the case: α = In, i.e., αi ≡ 1, i ∈ Λ, then the system (6) and the system (7)

are called to achieve complete synchronization.
• If lim

t→∞
‖e(t)‖ = 0 holds for the case: α = −In, i.e., αi ≡ −1, i ∈ Λ, then the system (6) and the system (7)

are called to reach anti-synchronization.
• If lim

t→∞
‖e(t)‖ = 0 holds for the case: some αi = 1, while the rest αj = −1, i 6= j ∈ Λ, then the system (6)

and the system (7) are called to achieve the coexistence of synchronization and anti-synchronization,
i.e., some variables: xi, anti-synchronize the corresponding variables: yi, i ∈ Λ, while the rest variables: xi,
synchronize the corresponding variables: yj, j ∈ Λ, i 6= j.

• If lim
t→∞
‖e(t)‖ = 0 holds simultaneously for the two cases: α = In and α = −In, then the system (6) and

the system (7) are called to achieve simultaneous synchronization and anti-synchronization, i.e., if the
system (6) and the system (7) are anti-synchronized by the controller in this form: u = K(e), then these
two systems are also synchronized by the controller in this form: u = K(e), vice versa.

Remark 2. If αi ≡ −1, i ∈ Λ, then e = y + x, which is really the sum of the system (6) and the system (7) in
this case. But, in this paper we still call the system (8) the error system for convenience.

3. Main Results

3.1. The Existence of the Hybrid Synchronization Problem for a Class of Chaotic Systems

To design the physically implementable controller, e = 0 should be an equilibrium point of the
following error system which is uncontrolled (i.e., u = 0):

ė = f (y)− α f (x) (9)
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it results in

f (αx)− α f (x) ≡ 0 (10)

i.e.,

f (αx) ≡ α f (x) (11)

In the next, a conclusion is presented as follows.

Theorem 1. The existence of the hybrid synchronization problem for the system (6) if and only if :
f (αx) ≡ α f (x) have solutions about α.

Proof: ⇐=
Since the equations: f (αx) ≡ α f (x) have solutions about α, then e = 0 is an equilibrium point

of the system (9) is induced. According to the nonlinear control theory, a physically implementable
controller u = K(e) can be designed to stabilize the system (9), and thus the hybrid synchronization
problem of the system (6) is realized.

=⇒
If a physically implementable controller u = K(e) is designed to stabilize the system (9),

i.e., the hybrid synchronization problem of the system (6) is achieved, then we can proof that e = 0 is
an equilibrium point of the system (9). This completes the proof.

Remark 3. It should be pointed out that there exists at least one solution satisfying Equation (11) about α:
f (αx) ≡ α f (x), i.e., α = In.

Classifying all the solutions of Equation (11) about α: f (αx) ≡ α f (x), we present the results as
follows.

Corollary 1. Consider the system (6). Obviously, α = In is a solution of Equation (11) about α: f (αx) ≡ α f (x),
which implies that the complete synchronization problem of such system exists inevitably.

Corollary 2. Consider the system (6). If α = −In is a solution of Equation (11) about α: f (αx) ≡ α f (x),
then the anti-synchronization problem of such system exists.

With Corollary 2 and Definition 1, we present the following result.

Corollary 3. The anti-synchronization problem of the system (6) exists⇔ f (−x) = − f (x).

With the results in [28], Corollary 3 and Definition 1, the following result is obtained.

Corollary 4. If f (−x) = − f (x), then the simultaneous anti-synchronization and complete synchronization
problem of the system (6) exists.

Then, according to the results in [25], the following corollary is presented.

Corollary 5. Consider the system (6). If α = kIn is a solution of Equation (11) about α: f (αx) ≡ α f (x),
where |k| 6= 0, 1, then the projective synchronization problem of such system exists.

Remark 4. In this case, f (kx) ≡ k f (x), which implies that f (x) is a linear function. As we know that all
chaotic systems are nonlinear . Therefore, it is impossible for the whole chaotic system to realize the projective
synchronization by a physically implementable controller. As a matter of fact, only some subsystem which has
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some partial linear variables can achieve projective synchronization, which is the same to the existing results
in [29]. Thus, the projective synchronization is not investigated here, for details, please see our latest paper [25].

According to the results in [30], the following conclusion is obtained.

Corollary 6. Consider the system (6). If α: some αi = 1, and the rest αj = −1, where i 6= j ∈ Λ, is a solution
of Equation (11) about α: f (αx) ≡ α f (x), then the coexistence of synchronization and anti-synchronization
problem of such system exists.

For some chaotic systems which satisfy special conditions, we can prove the existence of
the coexistence of synchronization and anti-synchronization problem for those systems directly.
Then, the following results are proposed.

Theorem 2. Consider the system (6). If f (−x) = − f (x), and there exists a non-singular transformation:
z = Tx by which the system (6) is rewritten as follows:{

Ṁ = G(1)(N)M
Ṅ = G(2)(M)N

(12)

where M = (z1, · · · , zr)T , N = (zr+1, · · · , zn)T , r ≥ 1 and G(i)(.) is an even function, i = 1, 2, then the
master system {

Ṁm = G(1)(Nm)Mm

Ṅm = G(2)(Mm)Nm
(13)

and the slave system {
Ṁs = G(1)(Ns)Ms + u(1)

Ṅs = G(2)(Ms)Ns + u(2) (14)

can achieve the coexistence of synchronization and anti-synchronization in the following two cases:{
Ms synchronizes Mm

Ns anti-synchronizes Nm
or

{
Ms anti-synchronizes Mm

Ns synchronizes Nm

Proof: Let e(1) = Ms −Mm and e(2) = Ns + Nm, then the uncontrolled (i.e., u = 0) error system is
presented as follows: {

ė(1) = G(1)(Ns)Ms − G(1)(Nm)Mm

ė(2) = G(2)(Ms)Ns + G(2)(Mm)Nm
(15)

If e = 0, i.e., Ms = Mm, Ns = −Nm, then we obtain

G(1)(Ns)Ms − G(1)(Nm)Mm = G(1)(−Nm)Ms − G(1)(Nm)Mm

= G(1)(Nm)Ms − G(1)(Nm)Mm

= G(1)(Nm)(Ms −Mm)

= G(1)(Nm)e(1)

= 0
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By a same argument, we obtain

G(2)(Ms)Ns + G(2)(Mm)Nm = G(2)(Mm)Ns − G(2)(Mm)Nm

= G(2)(Mm)(Ns + Nm)

= G(2)(Mm)e(2)

= 0

i.e., the origin e = 0 is an equilibrium point of the system (15). Therefore, a physically implementable
controller u can be designed to stabilize the system (15).

For the other case, we can prove it by a similar procedure, which completes the proof.

Theorem 3. Consider the system (6). If there exists a non-singular transformation: z = Tx by which the
system (6) is transferred into the following system:{

Ṁ = G(1)(N)M
Ṅ = G(2)(M, N)

(16)

where M = (z1, · · · , zr)T , N = (zr+1, · · · , zn)T , r ≥ 1 and G(2)(.) is an even function about M, i.e.,
G(2)(−W, N) = G(2)(W, N), then the master system{

Ṁm = G(1)(Nm)Mm

Ṅm = G(2)(Mm, Nm)
(17)

and the slave system {
Ṁs = G(1)(Ns)Ms + u(1)

Ṅs = G(2)(Ms, Ns) + u(2) (18)

can achieve the following coexistence of synchronization and anti-synchronization:{
Ms anti-synchronizes Mm

Ns synchronizes Nm

Proof: Let e(1) = Ms + Mm and e(2) = Ns − Nm, then the uncontrolled (i.e., u = 0) error system is
given as {

ė(1) = G(1)(Ns)Ms + G(1)(Nm)Mm

ė(2) = G(2)(Ms, Ns)− G(2)(Mm, Nm)
(19)

If e = 0, i.e., Ms = −Mm, Ns = Nm, then we obtain

G(1)(Ns)Ms + G(1)(Nm)Mm = G(1)(Nm)Ms + G(1)(Nm)Mm

= G(1)(Nm)(Ms + Mm)

= G(1)(Nm)e(1)

= 0
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By a same argument, it results in

G(2)(Ms, Ns)− G(2)(Mm, Nm) = G(2)(−Mm, Ns)− G(2)(Mm, Nm)

= G(2)(Mm, Nm)− G(2)(Mm, Nm)

= 0

i.e., the origin e = 0 is of an equilibrium point of the system (19). Thus, a physically implementable
controller u can be designed to stabilize the system (19). This completes the proof.

3.2. Solutions of the Hybrid Synchronization Problem for a Given Chaotic System

In this subsection, for a given chaotic system, the solutions of the hybrid synchronization
problem of such system are investigated. Solving Equation (11) about α: f (αx) ≡ α f (x), i.e., finding
the solutions of a group of nonlinear algebraic equations about α, we can obtain all solutions: α,
where |αi| = 1, i ∈ Λ. It is interesting that one value of α indicates one type of synchronization,
e.g., α = In, which implies that the complete synchronization problem can be realized, and α = −In,
which indicates that the anti-synchronization problem can be achieved, and so on. In Section 4, we shall
take two examples to show it in detail.

3.3. The Implementation of the Hybrid Synchronization for the Given Chaotic Systems

It is well known that there are many methods to realize the hybrid synchronization problem for
the given chaotic systems, but the adaptive control method is applied easily in applications. In the
following, we extend the our previous method [3] to solve this problem, and give the follow result.

Theorem 4. For the error system (9), if there exists a non-singular transformation: z = Te which can divide
the system (9) into the following two subsystems:

U̇ = F(1)(x, U, V) (20)

V̇ = F(2)(x, U, V) (21)

where U = (z1, · · · , zl)
T , V = (zl+1, · · · , zn)T , l ≥ 1, and the following subsystem:

V̇ = F(2)(x, 0, V) (22)

is globally asymptotically stable, then the designed controller is given as

u = (u(1), u(2))T = (k1U, 0)T (23)

and the dynamic gain k1 is evolved by the following update law:

k̇1 = −γUTU = −γ‖U‖2 (24)

where γ > 0 which is chosen in advance. That is to say, the following system:

U̇ = F(1)(x, U, V) + k1U

V̇ = F(2)(x, U, V)

is globally asymptotically stable, which indicates that the hybrid synchronization problem of the system (6)
is achieved.
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4. Examples with Numerical Simulations

In this section, two examples are provided to demonstrate how to investigate several types of
synchronization problem by the obtained results in this paper.

Example 1. The 4D hyper-chaotic system [31]:

ẋ1 = f1(x) = 35(x2 − x1) + x2x3x4

ẋ2 = f2(x) = 10(x2 + x1)− x1x3x4

ẋ3 = f3(x) = −x3 + x1x2x4 (25)

ẋ4 = f4(x) = −10x4 + x1x2x3

According to Equation (11) about α, we obtain
35(α2x2 − α1x1) + α2α3α4x2x3x4 ≡ 35α1(x2 − x1) + α1x2x3x4

10(α2x2 + α1x1)− α1α3α4x1x3x4 ≡ 10α2(x2 + x1)− α2x1x3x4

−α3x3 + α1α2α4x1x2x4 ≡ −α3x3 + α3x1x2x4

−10α4x4 + α1α2α3x1x2x3 ≡ −10α4x4 + α4x1x2x3

(26)

it results in 

α2 ≡ α1

α2α3α4 ≡ α1

α1α3α4 ≡ α2

α1α2α4 ≡ α3

α1α2α3 ≡ α4

(27)

i.e., 
α1 = α2

α3 = α4

|αi| = 1, i = 1, 2, 3, 4.
(28)

Solving Equation (28) about α, we obtain the following four solutions:
Case 1: α1 = α2 = α3 = α4 = 1, which indicates that complete synchronization problem of the

system (25) exists;
Case 2: α1 = α2 = α3 = α4 = −1, which implies that anti-synchronization problem of the

system (25) exists;
Case 3: α1 = α2 = 1, while α3 = α4 = −1, which indicates that the coexistence of synchronization

and anti-synchronization problem of the system (25) exists;
Case 4: α1 = α2 = −1, while α3 = α4 = 1, which implies that the coexistence of synchronization

and anti-synchronization problem of the system (25) exists.

Remark 5. Summarizing Case 1 and Case 2, the simultaneous anti-synchronization and synchronization for
the system (25) can be achieved, which is the same to our existing results in [28]. It is noted that there exist two
cases of the coexistence of synchronization and anti-synchronization for the system (25) by summarizing Case 3
and Case 4.

On the other hand, if let M = (x1, x2)
T , N = (x3, x4)

T ,

G(1)(N) =

(
−35 35 + x3x4

10− x3x4 10

)
, G(2)(M) =

(
−1 35 + x1x2

x1x2 − 10

)
,
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and noticing that f (−x) = − f (x), then we can also present the same results as the above ones: Case 3
and Case 4, according to Theorem 2.

In the next, by applying the adaptive control method [3], we shall investigate how to design an
universal controller to achieve the hybrid synchronization.

According to the results in Section 2, let the system (25) be master system, then the corresponding
uncontrolled slave system with variable y is described as follows:

ẏ1 = f1(y) = 35(y2 − y1) + y2y3y4

ẏ2 = f2(y) = 10(y2 + y1)− y1y3y4

ẏ3 = f3(y) = −y3 + y1y2y4 (29)

ẏ4 = f4(y) = −10y4 + y1y2y3

Then, let ei = yi − αixi, where αi meets the Equation (28), i = 1, 2, 3, 4, thus the uncontrolled error
system is presented in the following:

ė1 = 35(e2 − e1) + (e2 + α1x2)[e3e4 + α3(x4e3 + x3e4)]

ė2 = 10(e1 + e2)− (e1 + α1x1)[e3e4 + α3(x4e3 + x3e4)]

ė3 = −e3 + (e4 + α3x4)[e1e2 + α1(x2e1 + x1e2)] (30)

ė4 = −e4 + (e3 + α3x3)[e1e2 + α1(x2e1 + x1e2)]

Obviously, if e2 = e3 = 0, then the remainder subsystem of system (30):

ė1 = −35e1 + α1α3x2x3e4

ė4 = −e4 + α1α3x2x3e1

is globally asymptotically stable whatever α is.
With Theorem 4, the controlled error system is presented as

ė1 = 35(e2 − e1) + (e2 + α1x2)[e3e4 + α3(x4e3 + x3e4)]

ė2 = 10(e1 + e2)− (e1 + α1x1)[e3e4 + α3(x4e3 + x3e4)] + k1e2

ė3 = −e3 + (e4 + α3x4)[e1e2 + α1(x2e1 + x1e2)] + k1e3 (31)

ė4 = −e4 + (e3 + α3x3)[e1e2 + α1(x2e1 + x1e2)]

i.e., the controller u ∈ R4 is designed as follows:

u = (0, k1e2, k1e3, 0)T (32)

and the dynamic feedback k1 is evolved by the following update law:

k̇1 = −γ(e2
2 + e2

3) (33)

where γ > 0.
In the next, choose following initial conditions: x(0)=(1,−2, 3,−4)T , y(0)=(5,−6, 7,−8)T ,

and k1(0) = −1, γ = 1. The simulation results are shown by the following figures.
It can be seen from Figures 2 and 3 that the complete synchronization between the master

system (25) and the slave system (29) has been realized by the controller (32).
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Figure 2. The states of the error system (31) converge to origin as t→ ∞.
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Figure 3. The states of the master system (25) and the states of the slave system (29), respectively.

It can be seen from Figures 4 and 5 that the anti-synchronization between the master system (25)
and the slave system (29) has been realized by the controller (32).
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Figure 4. The states of the error system (31) converge to origin as t→ ∞.
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Figure 5. The states of the master system (25) and the states of the slave system (29), respectively.

It can be seen from Figures 6 and 7 that the complete synchronization between the master
system (25) and the slave system (29) has been realized by the controller (32).
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Figure 6. The states of the error system (31) converge to origin as t→ ∞.



Symmetry 2018, 10, 552 13 of 18

0 2 4 6 8 10
−20

0

20

x
1
,y

1
0 2 4 6 8 10

−20

0

20

x
2
,y

2

0 2 4 6 8 10
−20

0

20

x
3
,y

3

0 2 4 6 8 10
−20

0

20

x
4
,y

4

time/s

Figure 7. The states of the master system (25) and the slave system (29), respectively.

It can be seen from Figures 8 and 9 that the complete synchronization between the master
system (25) and the slave system (29) has been realized by the controller (32).
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Figure 8. The states of the error system (31) converge to origin as t→ ∞.
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Figure 9. The states of the master system (25) and the slave system (29), respectively.
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Example 2. The Lorenz system [32]:

ẋ1 = f1(x) = 10(x2 − x1)

ẋ2 = f2(x) = 28x1 − x2 − x1x3 (34)

ẋ3 = f3(x) = −8
3

x3 + x1x2

According to Equation (11) about α, it results in
α2 ≡ α1

α1α3 ≡ α2

α1α2 ≡ α3

(35)

i.e., 
α1 = α2

α3 = 1
|αi| = 1, i = 1, 2.

(36)

Solving Equation (36) about α, two solutions are presented as follows:
Case 1: α1 = α2 = α3 = 1, which indicates that the complete synchronization problem of the

system (34) exists;
Case 2: α1 = α2 = −1, while α3 = 1, which implies that the coexistence of synchronization and

anti-synchronization problem of the the system (34) exists.

Remark 6. In conclusion, there is no any other solution satisfying the Equation (36). Thus, Example 2 shows
that it is impossible for the whole chaotic system to realize anti-synchronization if f (x) is not an odd function by
a physically implementable controller.

In the next, the the hybrid synchronization of the Lorenz system (34) is investigated as follows.
Similarly, make the system (34) be the master system, then the uncontrolled slave system with

variable y is described as follows:

ẏ1 = f1(y) = 10(y2 − y1)

ẏ2 = f2(y) = 28y1 − y2 − y1y3 (37)

ẏ3 = f3(y) = −
8
3

y3 + y1y2

Then, let ei = yi − αixi, where αi, i = 1, 2, 3, satisfies Equation (36), then the uncontrolled error
system is presented in the following:

ė1 = 10(e2 − e1)

ė2 = 28e1 − e2 − α1x1e3 − x3e1 − e1e3 (38)

ė3 = −8
3

e3 + e1e2 + α1(x1e2 + x2e1)

Obviously, if e2 = 0, then the remainder subsystem of system (38):

ė1 = −10e1

ė3 = −8
3

e3 + α1x2e1

is globally asymptotically stable whatever α is.
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With Theorem 4, the controlled error system is given as:

ė1 = 10(e2 − e1)

ė2 = 28e1 − e2 − α1x1e3 − x3e1 − e1e3 + k1e2 (39)

ė3 = −8
3

e3 + e1e2 + α1(x1e2 + x2e1)

i.e., the controller u ∈ R3 is designed as follows:

u = (0, k1e2, 0)T (40)

and the dynamic feedback k1 is evolved by the following update law:

k̇1 = −γe2
2 (41)

where γ > 0.
In the next, select following initial conditions: x(0) = (1,−2, 3)T , y(0) = (5,−6, 7)T , and k1(0) =

−1, γ = 1. The simulation results are showed as the following figures.
It can be seen from Figures 10 and 11 that the complete synchronization between the master

system (34) and the slave system (37) has been realized by the controller (40).
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Figure 10. The states of the error system (39) converge to origin as t→ ∞.
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Figure 11. The states of the master system (34) and the slave system (37), respectively.
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It can be seen from Figures 12 and 13 that the coexistence of synchronization and
anti-synchronization between the master system (34) and the slave system (37) has been realized
by the controller (40).
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Figure 12. The states of the error system (39) converge to origin as t→ ∞.
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Figure 13. The states of the master system (34) and the slave system (37), respectively.

5. Conclusions

The hybrid synchronization problem for a class of chaotic systems has been investigated
extensively. Firstly, we have proposed a necessary and sufficient condition to guarantee the existence
of the hybrid synchronization problem. Based on this, such problems are equivalent to solve a group
of nonlinear algebraic equations about α. It should be pointed out that one value of α indicates one
type of synchronization, which is very interesting. Secondly, we have found all solutions for the hybrid
synchronization problem by finding solutions of all nonlinear algebraic equations about α. Moreover,
we have designed an universal control method to realize the hybrid synchronization problem. Finally,
numerical examples have been provided to verify the validity and effectiveness of the proposed
theoretical results.

We hope the obtained theoretical results in this paper can be applied to the hybrid synchronization
of the complex networks and some other relative nonlinear systems.
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