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Abstract

:

The synchronization problem for impulsive fractional-order neural networks with both time-varying bounded and distributed delays is studied. We study the case when the neural networks and the fractional derivatives of all neurons depend significantly on the moments of impulses and we consider both the cases of state coupling controllers and output coupling controllers. The fractional generalization of the Razumikhin method and Lyapunov functions is applied. Initially, a brief overview of the basic fractional derivatives of Lyapunov functions used in the literature is given. Some sufficient conditions are derived to realize the global Mittag–Leffler synchronization of impulsive fractional-order neural networks. Our results are illustrated with examples.
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1. Introduction


Over the last few decades, fractional differential equations have gained considerable importance and attention due to their applications in science and engineering, i.e., in control, in stellar interiors, star clusters [1], in electrochemistry, in viscoelasticity [2] and in optics [3]. For example, the control of mechanical systems is currently one of the most active fields of research and the use of fractional order calculus increases the flexibility of controlling any system from a point to a space. Applications of fractional quantum mechanics cover dynamics of a free particle and a new representation for a free particle quantum mechanical kernel (see, for example, [4]).



The stability of fractional order systems is quite a recent topic (see, for example, Ref. [5] for the Ulam–Hyers–Mittag–Leffler stability of fractional-order delay differential equations, Ref. [6] for the Mittag–Leffler stability of impulsive fractional neural network, Ref. [7] for the Mittag–Leffler stability of fractional systems, Ref. [8] for the Mittag–Leffler stability for fractional nonlinear systems with delay, and Ref. [9] for the Mittag–Leffler stability of nonlinear fractional systems with impulses). One of the most useful approaches in studying stability for nonlinear fractional differential equations is the Lyapunov approach. Its application to fractional differential equations is connected with several difficulties. One of the main difficulties is connected with the appropriate definition of derivative of Lyapunov functions among thedifferential equations of fractional order. Impulsive differential equations arise in real world problems to describe the dynamics of processes in which sudden, discontinuous jumps occur.



Most research on the synchronization of delayed neural networks has been restricted to the case of discrete delays (see, for example, [10]) Since a neural network usually has a spatial nature due to the presence of an amount of parallel pathways of a variety of axis sizes and lengths, it is desirable to model them by introducing distributed delays. Note in [11] that both time-varying delays and distributed time delays are taken into account in studying fractional neural networks with impulses and constant strengths between two units. In all models of neural networks, one considers the case of constant rate with which the i-th neuron resets its potential to the resting state in isolation, and the constant synaptic connection strength of the i-th neuron to the j-th neuron (see, for example, [10]). In our paper, we consider the general case of time varying coefficients in the model that allows more appropriate modeling of the connections between the neurons. These more complicated mathematical equations lead to an application of new types of fractional derivatives of Lyapunov functions and new stability results.



In this paper, Caputo fractional delay differential equations with impulses and two types of delays-variable in time and distributed ones are studied. Some results for piecewise continuous Lyapunov functions based on the Razumikhin method are obtained. Appropriate derivatives of Lyapunov functions among the studied fractional equations are used. Our results are applied to study the synchronization of neural networks with Caputo fractional derivatives, variable delays, distributed delays, and impulses. We study the case when the lower limit of the fractional derivative is changing after each impulsive time. To the best of our knowledge, this is the first model of neural networks of this type studied in the literature. Additionally, we study the general case of variables in time strengths of the j-th unit on the i-th unit and nonlinear impulsive functions. Both the cases of state coupling controllers and output coupling controllers are considered. Our sufficient conditions naturally depend significantly on the fractional order of the model (compare with sufficient conditions in [11,12]).




2. Impulses in Fractional Delay Differential Equations


Let a sequence {tk}k=1∞:0≤tk−1<tk≤tk+1, limk→∞tk=∞ be given. Let t0≠tk, k=1,2,… be the given initial time and r>0. Without loss of generality we can assume t0∈[0,t1). Let E=C([−r,0],Rn) with ||ϕ||0=maxs∈[−r,0]||ϕ(s)|| for ϕ∈E, and ||.|| is a norm in Rn.



In many applications in science and engineering, the fractional order q is often less than 1, so we restrict q∈(0,1) everywhere in the paper.



1:The Riemann–Liouville (RL) fractional derivative of order q∈(0,1) of m(t) is given by (see, for example, [13,14,15])


t0RLDtqm(t)=1Γ1−qddt∫t0tt−s−qm(s)ds,t≥t0,








where Γ. denotes the Gamma function.



2:The Caputo fractional derivative of order q∈(0,1) is defined by (see, for example, [13,14,15])


t0CDtqm(t)=1Γ1−q∫t0tt−s−qm′(s)ds,t≥t0.











3:The Grünwald–Letnikov fractional derivative is given by (see, for example, [13,14,15]))


t0GLDtqm(t)=limh→0+1hq∑r=0[t−t0h]−1r(qCr)mt−rh,t≥t0.











The Mittag–Leffler function with one parameter is defined as


Eα(z)=∑i=0∞ziΓ(1+αi),α>0,z∈C.











Definition 1. ([16]) The function m(t)∈Cq([t0,T],Rn) if m(t) is differentiable on [t0,T] (i.e., m′(t) exists) and the Caputo derivative t0CDqm(t) exists for t∈[t0,T].



Consider the initial value problem (IVP) for the nonlinear impulsive Caputo fractional delay differential equation (IFrDDE)


t0CDqx(t)=F(t,xt)fort≥t0,t≠tk,k=1,…,Δx(t)|t=tk=Ik(x(tk−0))fork=1,2,…,x(t0+s)=ϕ(s),s∈[−r,0],



(1)




where 0<q<1, Δx(t)|t=tk=x(tk+0)−x(tk), xt=x(t+s),s∈[−r,0], F:[0,∞)×Rn→Rn, Ik:Rn→Rn, (k=1,2,3,…), ϕ∈E, where x(tk+0)=limt→tk,t>tkx(t)<∞, x(tk−0)=limt→tk,t<tkx(t)=x(tk).



Denote Φk(x)=x+Ik(x),k=1,2,…,x∈Rn.



We will denote the solution of the IVP for IFrDDE (1) by x(t;t0,ϕ) for t≥t0. The solution of IFrDDE (1) is a piecewise continuous function. In connection with this, we introduce the following sets of functions:


PC(a,b)={x:[a,b]→Rnsuchthatx(t)∈C([a,b]/{tk}),x(tk)=x(tk−0)=limt→tk−0x(t),x(tk+0)=limt→tk+0x(t)<∞},PC1(a,b)={x∈PC(a,b)suchthatx(t)∈C1([a,b]/{tk}),x′(tk)=x′(tk−0)=limt→tk−0x′(t),x′(tk+0)=limt→tk+0x′(t)<∞}.











The fractional derivatives depend significantly on their lower limit and it allows different interpretations of piecewise continuous solutions of impulsive differential equations. This phenomena is not characteristic for ordinary derivatives. In the literature, there are two main approaches to interpret the solutions of impulsive fractional delay differential equations:



First approach to the solutions of (1) (A1 for IFrDDE).



The solution of the IVP for IFrDDE (1) satisfies the equalities (integral)


x(t)=x(t;t0,ϕ)=ϕ(t−t0),t∈[t0−r,t0],ϕ(0)+1Γ(q)∫t0t(t−s)q−1F(s,xs)ds+∑i=1kIi(x(ti−0)),t∈(tk,tk+1],k=0,1,2,….



(2)







Formula (2) is given and used in [17]. It is a generalization to the formula proved in [18] for the solution of impulsive fractional differential equations without delays.



Second approach to the solutions of (1) (A2 for IFrDDE).



The idea of this approach is based on the dependence of the Caputo fractional derivative on the initial time point of the interval of differential equation, i.e., the lower limit of the Caputo fractional derivative is changing at each moment of impulse of the differential equation. Sometimes, Equation (1) in this case is written by


tkCDqx(t)=F(t,xt)fort∈(tk,tk+1],k=0,1,…,Δx(t)|t=tk=Ik(x(tk−0))fork=1,2,…,x(t0+s)=ϕ(s),s∈[−r,0].



(3)







Then, the solution of the IVP for IFrDDE (1), respectively (3), is given by


x(t)=ϕ(t−t0),t∈[t0−r,t0],ϕ(0)+1Γ(q)∫t0t(t−s)q−1F(s,xs)dsfort∈(t0,t1],Φk(x(tk−0))+1Γ(q)∫tkt(t−s)q−1F(s,xs)dsfort∈(tk,tk+1],k=1,2,….



(5)







Remark 1.

Both Formulas (2) and (4) differ for fractional differential equations and they are generalizations to impulsive ordinary differential equations. Both formulas coincide in the case of the ordinary derivative (q=1) because in this case we have


Φk(x(tk−0))+∫tktF(s,xs)ds=x(tk−0)+Ik(x(tk−0))+∫tktf(s,xs)ds=ϕ(0)+∫t0tkF(s,xs)ds+∑i=1k−1Ii(x(ti−0))+Ik(x(tk−0))+∫tktf(s,xs)ds=ϕ(0)+∫t0tF(s,xs)ds+∑i=1kIi(x(ti−0)),



(5)




but


Φk(x(tk−0))+1Γ(q)∫tkt(t−s)q−1F(s,xs)ds=x(tk−0)+Ik(x(tk−0))+1Γ(q)∫tktF(s,xs)ds=ϕ(0)+1Γ(q)∫t0tk(tk−s)q−1F(s,xs)ds+∑i=1k−1Ii(x(ti−0))+Ik(x(tk−0))+1Γ(q)∫tkt(t−s)q−1F(s,xs)ds≠ϕ(0)+1Γ(q)∫t0t(t−s)q−1F(s,xs)ds+∑i=1kIi(x(ti−0)).



(7)









Remark 2.

In the case q=1, the solution of the impulsive ordinary differential equation on each interval of continuity could be considered as a solution of the same differential equation with a new initial condition, defined by the impulsive function. It allows the application of induction w.r.t. the interval of continuity.



This is different for fractional differential equation.



If A1 for IFrDDE is applied, then t0CDqx(t)≠tkCDqx(t) for t∈(tk,tk+1) and induction w.r.t. the interval of continuity is not useful.



If A2 for IFrDDE is applied, then induction w.r.t. the interval of continuity could be used.





A detailed explanation of advantages/disadvantages of both the above approaches for equations without delays is given in [19,20]. The definition of the solution x(t;t0,ϕ) of the IVP for IFrDDE (1) depends on your point of view.



In this paper, we will use approach A2 for IFrDDE.




3. Lyapunov Functions and Their Fractional Derivatives


In this paper, we will use piecewise continuous Lyapunov functions [21]):



Definition 1.

Let α<β≤∞ be given numbers and D⊂Rn,0∈D be a given set. We will say that the function V(t,x):[α−r,β)×D→R+ belongs to the class Λ([α−r,β),D) if

	1. 

	
The function V(t,x) is continuous on [α,β)/{tk}×D and it is locally Lipschitz with respect to its second argument;




	2. 

	
For each tk∈(α,β) and x∈D, there exist finite limits


V(tk,x)=V(tk−0,x)=limt↑tkV(t,x),andV(tk+0,x)=limt↓tkV(t,x).



















In connection with the Caputo fractional derivative, it is necessary to define in an appropriate way the derivative of the Lyapunov functions among the studied equation. The choice dV(t,x)dt is adapted from the case of ordinary differential equations, but it is not applicable since it does not depend on the initial time point (such as the Caputo fractional derivative).



We will give a brief overview of the three main types derivatives of Lyapunov functions V(t,x)∈Λ([t0−r,T),D) among solutions of fractional differential equations in the literature:

	-

	
first type– Let x(t)∈D,t∈[t0−r,T), be a solution of the IVP for the IFrDDE (3) (according to A2 for IFrDDE). Then, we can consider the Caputo fractional derivative of the function V(t,x)∈Λ([t0−r,T),D) defined by


tkcDqV(t,x(t))=1Γ1−q∫tktt−s−qddsV(s,x(s))ds,t∈Jk=(tk,tk+1),k=1,2,⋯:tk∈(t0,T).



(7)







This type of derivative is applicable for continuously differentiable Lyapunov functions.




	-

	
second type– Let ψ∈C([−τ,0],D). Then, the Dini fractional derivative of the Lyapunov function V(t,x)∈Λ([t0−r,T),D) is defined by


tkD(3)qV(t,ψ(0),ψ)=lim suph→01hqV(t,ψ(0))−∑r=1[t−tkh](−1)r+1qCrV(t−rh,ψ(0)−hqF(t,ψ0))t∈Jk,k=1,2,…:tk∈(t0,T),



(8)




where ψ0=ψ(s),s∈[−r,0].



The Dini fractional derivative (8) keeps the concept of fractional derivatives because it has a memory.



Note that Dini fractional derivative, defined by (8), is based on the notation


D+V(t,ψ(0),ψ)=lim suph→01hqV(t,ψ(0))−V(t−h,ψ(0)−hqF(t,ψ0)).



(9)







In [17], the notation (9) is used directly. However, the notation (9) does not depend on the order q of the fractional derivative nor on the initial time t0, which is typical for the Caputo fractional derivative. The operator defined by (9) has no memory. In addition, if x(t) is a solution of (3), then D+V(t,x(t),x)≠tkcDqV(t,x(t)).



For fractional differential equations without any impulses, notation similar to (9) is defined and V(t−h,x−hqF(t,x))=∑r=1[t−t0h](−1)r+1qCrV(t−rh,x−hqF(t,x)) is applied [16].




	-

	
third type—let the initial data (t0,ϕ0)∈R+×C([−τ,0],D)),D)⊂Rn, of IVP for IFrDDE (3) and ψ∈C([−τ,0],D) be given. Then, the Caputo fractional Dini derivative of the Lyapunov function V(t,x)∈Λ([t0−r,T),D) is defined by:


tkcD(3)qV(t,ψ;t0,ϕ0(0))=lim suph→0+1hq{V(t,ψ(0))−V(t0,ϕ0(0))−∑r=1[t−tkh](−1)r+1qCrV(t−rh,ψ(0)−hqF(t,ψ0))−V(t0,ϕ0(0))},fort∈Jk,



(10)




where ψ0=ψ(s),s∈[−r,0],



or its equivalent


tkcD(3)qV(t,ψ;tk,ϕ0(0))=lim suph→0+1hqV(t,ψ(0))+∑r=1[t−tkh](−1)rqCrV(t−rh,ψ(0)−hqf(t,ψ0))−V(t0,ϕ0(0))(t−tk)qΓ(1−q),fort∈Jk.



(11)







The derivative tkcD(3)qV(t,ψ;t0,ϕ0(0)) given by (11) depends significantly on both the fractional order q and the initial data (t0,ϕ0) of IVP for IFrDDE (3) and it makes this type of derivative close to the idea of the Caputo fractional derivative of a function.









Remark 3.

For any initial data (t0,ϕ0)∈R+×C([−τ,0],D) of the IVP for IFrDDE (3), the relation between the Dini fractional derivative defined by (8) and for any t∈Jk,ψ∈C([−τ,0],D) and the Caputo fractional Dini derivative defined by (11) is given by


t0cD(3)qV(t,ψ;t0,ϕ0(0))=tkD(3)qV(t,ψ(0),ψ)−V(t0,ϕ0(0))(t−tk)qΓ(1−q)








or


tkcD(3)qV(t,ψ;t0,ϕ0(0))=tkD(3)qV(t,ψ(0),ψ)−t0RLDqV(t0,ϕ0(0)).













In the next example, to simplify the calculations and to emphasize the derivatives and their properties, we will consider the scalar case, i.e., n=1.



Example 1.

(Quadratic Lyapunov function). Let V(t,x)=x2, with x∈R.



Case 1. Caputo fractional derivative: Let x(t)=x(t;t0,ϕ0),t∈[t0−τ,T) be a solution of the IVP for IFrDDE (3) with n=1 and ϕ0∈C([−τ,0],R) and we get


tkcDqV(t,x(t))=2Γ1−q∫tktt−s−qx(s)ddsx(s)ds≤2x(t)F(t,xt),t∈Jk.



(12)







Case 2. Dini fractional derivative. Consider IVP for IFrDDE (3) with given initial data (t0,ϕ0)∈R+×C([−τ,0],R). Let ψ∈C([−τ,0],R) be any function. Apply (8) and we obtain


tkD(3)qV(t,ψ(0),ψ)=2ψ(0)F(t,ψ0)+(ψ(0))2(t−tk)qΓ(1−q),t∈Jk,



(13)




where ψ0=ψ(s),s∈[−r,0].



Note, if we apply (9) directly, we obtain D+V(t,ψ(0),ψ)=2ψ(0)F(t,ψ0).



Case 3. Caputo fractional Dini derivative. Use (11), Case 2 and Remark 3 and we obtain


tkcD(3)qV(t,ψ;t0,ϕ0)=2ψ(0)F(t,ψ0)+((ψ(0))2−(ϕ0(0))2)(t−tk)−qΓ(1−q)=tkD(3)qV(t,ψ(0),ψ)−tkRLDqV(t0,ϕ0(0)),fort∈Jk,ψ∈C([−τ,0],R).



(14)









Example 2.

(Lyapunov function depending directly on the time variable). Let V(t,x)=m(t)x2 where m∈C1(R+,R+).



Case 1. Caputo fractional derivative. Let x(t)=x(t;t0,ϕ0) be a solution of the IVP for IFrDDE (3). The fractional derivative


tkcDqV(t,x(t))=tkcDqm(t)x2(t)=1Γ(1−q)∫tktm′(s)x2(s)+2m(s)x(s)x′(s)(t−s)qds








is difficult to obtain in the general case for any solution of (3). In addition, its upper bound is difficult to find.



Case 2. Dini fractional derivative. Let ψ∈C([−τ,0],D) be given. Applying (8), we obtain


tkD(3)qV(t,ψ(0),ψ)=ψ(0)m(t)F(t,ψ0)+(ψ(0))2tkRLDqm(t).



(15)







Note that if we use (9) directly, then D+V(t,ψ(0),ψ)=2ψ(0)m(t)F(t,ψ0), which unusually is missing the derivative of the function m(t) (compare with the case of ordinary derivatives).



Case 3. Caputo fractional Dini derivative. Use (11) and we obtain


tkcD(3)qV(t,ψ;t0,ϕ0(0))=2ψ(0)m(t)F(t,ψ0)+(ψ(0))2tkRLDqm(t)−(ϕ0(0))2m(t0)(t−tk)−qΓ(1−q)=tkD(3)qV(t,ψ(0),ψ)−V(t0,ϕ0(0))(t−tk)−qΓ(1−q)=tkD(3)qV(t,ψ(0),ψ)−tkRLDqV(t0,ϕ0(0)).



(16)










4. Some Comparison Results for Lyapunov Functions


4.1. Comparison Results for Delay Fractional Differential Equations


First, we will prove several comparison results for fractional delay differential equation without any impulses. We will use Lyapunov function with the Razumikhin condition V(t+Θ,ψ(Θ))≤p(V(t,ψ(0))),Θ∈[−r,0] for ψ∈C([−τ,0],Rn), where p∈C([0,∞),R+), p(s)>s for s>0.



Remark 4.

A comparison result is given in Theorem 4.5 [22] by applying definition (9) for the derivative of V and incorrectly replacing it with the Caputo derivative in the proof. Some comparison results applying A1 for IFrDDE are obtained in [17], but induction w.r.t. the interval of continuity is incorrectly used (see Remark 2).





Consider the IVP for the following delay fractional differential equation (FrDDE)


τ0CDqx(t)=F(t,xt)fort∈(τ0,Θ],x(τ0+s)=ϕ(s),s∈[−r,0],



(17)




where x∈Rn, ϕ∈C([−r,0],D),D⊂Rn.



Lemma 1.

(Comparison result with the Caputo fractional derivative) Assume:

	1. 

	
The function x(t)=x(t;τ0,ϕ)∈Cq([τ0,Θ],D) is a solution of the IVP for FrDDE (17).




	2. 

	
The function V∈Λ([τ0−r,Θ],D), D⊂Rn is such that there exist positive numbers p,α:p>1Eq(−αrq) such that, for any point t∈[τ0,Θ]:V(t+s,x(t+s))<pV(t,x(t)), s∈[−r,0), the fractional derivative τ0cDqV(t,x(t)) exists and the inequality


τ0cDqV(t,x(t))≤−αV(t,x(t))



(19)




holds.









Then, V(t,x(t;τ0,ϕ))≤maxs∈[−r,0]V(t0+s,ϕ(s))Eq(−α(t−t0)q) for t∈[τ0,Θ].





Proof. 

Denote B=maxs∈[−r,0]V(τ0+s,ϕ0(s)). Let ε>0 be an arbitrary number. Define the functions m(t)=V(t,x(t)) for t∈[τ0−r,Θ]. We will prove that


m(t)<BEq(−α(t−τ0)q)+ε,t≥τ0.



(19)







For t=τ0, the inequality m(τ0)≤B<B+ε holds. Assume (19) is not true and, therefore, there exists a point t*∈(τ0,Θ) such that


m(t)<BEq(−α(t−τ0)q)+ε,t∈[τ0,t*)andm(t*)=BEq(−α(t*−τ0)q)+ε.



(20)







Let s∈[−r,0].



Case 1. Let t*+s∈[τ0,t*].



Then, t*+s≥τ0−r, t*−τ0>0 and 0≤t*−τ0−r≤t*−τ0+s. Using the inequality Eq(−αaq)Eq(−α(t−a)q)≤Eq(−αtq) for t≥a with α>0,a≥0 and the choice of p, we obtain


p(m(t*))=pBEq(−α(t*−τ0)q)+pε>BEq(−α(t*−τ0)q)Eq(−αrq)+ε≥BEq(−α(t*−τ0−r)q)+ε≥BEq(−α(t*+s−τ0)q)+ε>m(t*+s).



(21)







Case 2. Let t*−r≤t*+s<τ0.



Then, t*−τ0<−s≤r and we get


p(m(t*))>BEq(−α(t*−τ0)q)Eq(−αrq)+ε≥B+ε>B≥m(t*+s).



(22)




From (21), (22) and condition 2 of Lemma 1, it follows that the fractional derivative τ0cDqm(t*) exists.



From (20), it follows that


τ0cDqm(t*)−BEq(−α(t*−τ0)q)−ε>0.



(23)




Then, using τ0cDqEq(−α(t−τ0)q)=−aEq(−α(t−τ0)q), we get τ0cDqm(t*)>−BαEq(−α(t*−τ0)q).



From inequality (18), we get τ0cDqV(t*,x(t*))≤−αV(t*,x(t*)). Therefore, the inequality −BαEq(−α(t*−τ0)q)<τ0cDqm(t*)≤−αm(t*) holds or BEq(−α(t*−τ0)q)>m(t*), which contradicts (20). Therefore, inequality (19) holds for an arbitrary ε>0. Thus, the claim in our Lemma is true. ☐





Remark 5.

If p=1 in condition 2 of Lemma 1 then since Eq(−αaq)Eq(−α(t−a)q)≠Eq(−αtq) for t≥a (see [23]), the inequality (21) is not true and the claim of Lemma 1 is not true.





Note the comparison result for Lyapunov functions is true if the Caputo fractional derivative in Lemma 1 is replaced by any of the other two derivatives. In the proof, we will use the following result.



Lemma 2.

[22] Let m∈C([τ0,Θ],R) and there exists ξ∈(τ0,Θ] such that m(ξ)=0 and m(t)<0 for t∈[τ0,ξ). Then, τ0GLD+qm(ξ)>0.





Lemma 3.

(Comparison result with the Dini fractional derivative) Assume the function V∈Λ([τ0−r,Θ],D), D⊂Rn, is such that there exist positive numbers p,α:p>1Eq(−αrq) such that for any point t∈[τ0,Θ] and any function ψ∈C([−r,0],Rn):V(t+s,ψ(s))<pV(t,ψ(0)), s∈[−r,0) the inequality


τ0D(17)qV(t,ψ(0),ψ)≤−αV(t,ψ(0))



(24)




holds.



Then, V(t,x(t;τ0,ϕ))≤maxs∈[−r,0]V(t0+s,ϕ(s))Eq(−α(t−t0)q) for t∈[τ0,Θ] where x(t;τ0,ϕ)∈Cq([τ0,Θ],D is a solution of the IVP for FrDDE (17).





Proof. 

The proof is similar to that in Lemma 1. The main difference is in connection with inequality (23). Follow the proof in Lemma 1 and in this case we use Lemma 2 and obtain


τ0GLD+qm(t*)−BEq(−α(t*−τ0)q)−ε>0.



(25)







Now, using τ0cDqu(t)=τ0GLD+q(u(t)−u(τ0))=τ0GLD+qu(t)−u(τ0)(t−τ0)qΓ(1−q), we get


τ0GLD+qm(t*)>τ0GLD+qBEq(−α(t*−τ0)q)−B+B+ε(t−τ0)qΓ(1−q)>τ0cDq(BEq(−α(t*−τ0)q)=−BαEq(−α(t*−τ0)q).



(26)







It remains to show that we have a contradiction. To see this for any t∈[τ0,t*] and h>0, we let


S(x(t),h)=∑r=1[t−τ0h](−1)r+1qCrx(t−rh)−ϕ(0).











Now, τ0CD+qx(t)=τ0GLD+qx(t)−x(τ0)=lim suph→0+1hqx(t)−x(τ0)−S(x(t),h)=F(t,xt). Therefore, Sx(t),h=x(t)−ϕ(0)−hqF(t,xt)−Λ(hq) or


x(t)−hqF(t,xt)=Sx(t),h+ϕ(0)+Λ(hq)



(27)




with ||Λ(hq)||hq→0 as h→0. Then, for any t∈[t0,t*], we obtain


τ0GLD+qm(t)=m(t)−∑r=1[t−τ0h](−1)r+1qCrm(t−rh)=V(t,x(t))−∑r=1[t−τ0h](−1)r+1qCrV(t−rh,x(t)−hqF(t,xt)+∑r=1[t−τ0h](−1)r+1qCr{V(t−rh,Sx(t),h+ϕ(0)+Λ(hq))−V(t−rh,x(t−rh))}.



(28)







Since V is locally Lipschitzian in its second argument with a Lipschitz constant L>0, we obtain


∑r=1[t−τ0h](−1)r+1qCrV(t−rh,Sx(t),h+ϕ(0)+Λ(hq))−V(t−rh,x(t−rh))≤L||∑r=1[t−τ0h](−1)r+1qCr∑j=1[t−τ0h](−1)j+1qCjx(t−jh)−ϕ(0)−∑r=1[t−τ0h](−1)r+1qCr(x(t−rh)−ϕ(0))||+L||Λ(hq)|||∑r=1[t−τ0h](−1)r+1qCr|=L||∑r=0[t−τ0h](−1)r+1qCr∑j=1[t−τ0h](−1)j+1qCjx(t−jh)−ϕ(0)||+L||Λ(hq)|||∑r=1[t−τ0h](−1)r+1qCr|.



(29)







Substitute (29) in (28), divide both sides by hq, take the limit as h→0+, use ∑r=0∞qCrzr=(1+z)q if |z|≤1, and we obtain for any t∈[τ0,t*] the inequality


τ0GLD+qm(t)≤limh→0+1hq{V(t,x(t))−∑r=1[t−τ0h](−1)r+1qCrV(t−rh,x(t)−hqf(t,x*(t))}+Llimh→0+||Λ(hq)||hqlimh→0+|∑r=1[t−τ0h](−1)r+1qCr|+Llimh→0+sup|∑r=1[t−τ0h](−1)r+1qCr|||1hq∑j=1[t−τ0h](−1)j+1qCjx(t−jh)−ϕ(0)||≤limh→0+1hqV(t,x(t))−∑r=1[t−τ0h](−1)r+1qCrV(t−rh,x(t)−hqf(t,x*(t)).



(30)







Let t=t*. Define the function ψ(Θ)=x(t*+Θ),θ∈[−τ,0]. Applying condition 2 to (30) for t=t*, we get


t0GLD+qm(t*)≤limh→0+1hqV(t*,ψ(0))−∑r=1[t*−τ0h](−1)r+1qCrV(t*−rh,ψ(0)−hqF(t*,ψ)=τ0D(17)qV(t*,ψ(0),ψ0)≤−αV(t*,u(0))=−αm(t*)=−αBEq(−α(t*−τ0)).



(31)







Inequality (31) contradicts (26). ☐





Remark 6.

(Comparison result with the Caputo fractional Dini derivative) Lemma 3 remains true if the Dini fractional derivative in inequality (24) is replaced by the Caputo fractional Dini derivative τ0cD(17)qV(t,ψ;τ0,ϕ0(0)).






4.2. Comparison Results for Impulsive Delay Fractional Differential Equations


Now, we will prove some comparison result for IFrDDE (3) using approach A2 for IFrDDE.



Lemma 4.

(Comparison result with the Caputo fractional derivative) Assume:

	1. 

	
The function x(t)=x(t;t0,ϕ0)∈PCq([t0,Θ],D) is a solution of the IVP for FrDDE (3) with ϕ0∈C([−r,0],D).




	2. 

	
The function V∈Λ([t0−r,Θ],D), D⊂Rn is such that there exist positive numbers p,α:p>1Eq(−αrq):

	(i) 

	
for any k=0,1,… and any point t∈[tk,tk+1]⋂(t0,Θ] such that V(t+s,x(t+s))<pV(t,x(t)), s∈[−r,0) the fractional derivative tkcDqV(t,x(t)) exists and the inequality


tkcDqV(t,x(t))≤−αV(t,x(t))



(32)




holds;




	(ii) 

	
for all k=1,2,…:tk∈(t0,Θ) and x∈D, the inequality V(tk,x+Ik(x))≤V(tk,x).















Then,


V(t,x(t;t0,ϕ0))≤maxs∈[−r,0]V(t0+s,ϕ0(s))∏i=1kEq(−α(ti−ti−1)q)Eq(−α(t−tk)q),t∈(tk,tk+1]⋂[t0,Θ].













Proof. 

Let ε>0 be an arbitrary number. Define the functions m(t)=V(t,x(t)) for t∈[τ0−r,Θ].



We use Lemma 1 and induction w.r.t. to the interval (see Remark 2) to prove the claim. For t∈[t0,t1], the claim follows directly from Lemma 1, i.e.,


m(t)=V(t,x(t))≤maxs∈[−r,0]V(t0+s,ϕ0(s))Eq(−α(t−t0)q),t∈[t0,t1].



(33)







Let t∈(t1,t2]. Denote B1=m(t1). Let ε>0 be an arbitrary number. According to (33), the inequality B1≤maxs∈[−r,0]V(t0+s,ϕ0(s))Eq(−α(t1−t0)q) holds.



We will prove


m(t)<B1Eq(−α(t−t1)q)+ε,t∈(t1+0,t2].



(34)







From condition 2(ii), we get m(t1+0)≤m(t1)<m(t1)+ε. Assume (34) is not true on (t1,t2], i.e., there exists a point t*∈(t1,t2) such that


m(t)<B1Eq(−α(t−t1)q)+ε,t∈[t1,t*)andm(t*)=B1Eq(−α(t*−t1)q)+ε.



(35)







Let s∈[−r,0].



Case 1. Let t*+s∈[t1,t*].



Then, t*+s≥t1−r. Then, t*−t1>0 and 0≤t*−t1−r≤t*−t1+s. Using the inequality Eq(−αaq)Eq(−α(t−a)q)≤Eq(−αtq) for t≥a with α>0,a≥0 and (35), we get


pm(t*)=pB1Eq(−α(t*−t1)q)+pε>B1Eq(−α(t*−t1)q)Eq(−αrq)+ε≥B1Eq(−α(t*−t1−r)q)+ε≥B1Eq(−α(t*+s−t1)q)+ε>m(t*+s).



(36)







Case 2. Let t*−r≤t*+s<t1.



Then, t*−t1<−s≤r and we get


pm(t*)>B1Eq(−α(t*−t1)q)Eq(−αrq)+ε≥B1+ε>B1≥m(t*+s),s∈[−r,0].



(37)







From (36), (22) and condition 2 (i) of Lemma 4, it follows that the fractional derivative t1cDqm(t*) exists.



Similar to the proof in Lemma 1 with τ0=t1 and B=B1, we obtain a contradiction.



Therefore, inequality (34) holds for an arbitrary ε>0. Thus, for t∈(t1,t2],


m(t)≤B1Eq(−α(t−t1)q)≤maxs∈[−r,0]V(t0+s,ϕ0(s))Eq(−α(t1−t0)q)Eq(−α(t−t1)q).








Using induction, we prove the claim. ☐





In the case when the Dini fractional derivative, defined by (8), is applied instead of the Caputo fractional derivative by using Lemma 3, we obtain the following result:



Lemma 5.

(Comparison result with the Dini fractional derivative) Assume the function V∈Λ([τ0−r,Θ],D), D⊂Rn is such that there exist positive numbers p,α:p>1Eq(−αrq):

	(i) 

	
for any k=0,1,… and any point t∈[tk,tk+1]⋂(t0,Θ] and any function ψ∈C([−r,0],Rn):V(t+s,ψ(s))<pV(t,ψ(0)), s∈[−r,0) the inequality


tkD(3)qV(t,ψ(0),ψ)≤−αV(t,ψ(0))



(38)




holds;




	(ii) 

	
for all k=1,2,…:tk∈(t0,Θ) and x∈D the inequality V(tk,x+Ik(x))≤V(tk,x).









Then,


V(t,x(t;t0,ϕ0))≤maxs∈[−r,0]V(t0+s,ϕ0(s))∏i=1kEq(−α(ti−ti−1)q)Eq(−α(t−tk)q),t∈(tk,tk+1]⋂[t0,Θ],



(39)




where x(t;τ0,ϕ0)∈PCq([τ0,Θ],D) is a solution of the IVP for FrDDE (3) with ϕ0∈C([−r,0],D).





Remark 7.

(Comparison result with the Caputo fractional Dini derivative) Lemma 5 remains true if the Dini fractional derivative in inequality (38) is replaced by Caputo fractional Dini derivative tkcD(3)qV(t,ψ;τ0,ϕ0(0)).







5. Application to Neural Networks


5.1. Problem Formulation


We will study neural networks modeled by impulsive Caputo fractional differential equations with bounded time dependent delays and distributed delays. We will consider the case when the lower limit of the fractional derivative is changed after each impulse, i.e., we will use approach A2 for IFrDDE. Following the notations in (3), we consider the general model of Hopfield’s graded response neural networks with impulses and bounded delays and distributed delays (INND)


tkCDtqxi(t)=−ci(t)xi(t)+∑j=1naij(t)fj(xj(t))+∑j=1nbij(t)gj(xj(t−τj(t)))+∑j=1ndij(t)∫−r0Kij(s)hj(xj(t+s))ds+Ii(t)fort∈(tk,tk+1],k=0,1,2,…,Δxi(t)|t=tk=Ik,i(xi(tk−0)),k=1,2,…,xi(t)=ϕi0(t−t0),t∈[t0−r,t0],i=1,2,…n,



(40)




where n represents the number of neurons in the network, xi(t) is the pseudostate variable denoting the average membrane potential of the i-th neuron at time t, x(t)=(x1(t),x2(t),…,xn(t))∈Rn, q∈(0,1), ci(t)>0,i=1,2,…,n, is the self-regulating parameter of the i-th unit, they correspond to the rate with which the i-th neuron rests its potential in the resting state in isolation, aij(t),bij(t), i,j=1,2,…,n, correspond to the synaptic connection strength of the i-th neuron to the j-th neuron at time t and t−τj(t), respectively, fj(x),gj(x),hj(x) are nonlinear activation functions such that f(x)=(f1(x1),f2(x2),…,fn(xn)), h(x)=(h1(x1),h2(x2),…,hn(xn)), g(x)=(g1(x1),g2(x2),…,gn(xn)); I=(I1,I2,…,In) is an external bias vector, τj(t) represents the transmission delay along the axis of the j-th unit and satisfies 0≤τj(t)≤r, the tk,k=1,2,…, are points of acting the state displacements, the functions Φk,i(t,u,v),k=1,2,… are the impulsive functions giving the impulsive perturbation of the i-th neuron on the point tk, the numbers xi(tk−0)=xi(tk) and xi(tk+0) are the state of the i-th neuron before and after impulsive perturbation at time tk; Kij(.) is the delay kernel with ∫−r0|Kij(s)|ds=1, ϕi0∈C([−r,0],R),i=1,2,…,n are the initial functions.



The slave system is given by


tkCDtqyi(t)=−ci(t)yi(t)+∑j=1naij(t)fj(yj(t))+∑j=1nbij(t)gj(yj(t−τj(t)))+∑j=1ndij(t)∫−r0Kij(s)hj(yj(t+s))ds−ui(t)+Ii(t)fort∈(tk,tk+1],k=0,1,2,…,Δyi(t)|t=tk=Ik,i(yi(tk−0)),k=1,2,…,yi(t)=φi0(t−t0),t∈[t0−r,t0],i=1,2,…n,



(41)




where ui(t),i=1,2,…,n are the suitable controllers at time t, φi0∈C([−r,0],R),i=1,2,…,n.




5.2. Mittag–Leffler Synchronization


Definition 2.

The master impulsive Caputo fractional system (40) and the slave impulsive Caputo fractional system (41) are globally Mittag–Leffler synchronized if for any initial functions ϕi0,φi0∈C([−r,0],R) there exist constants C,K>0 such that


||x(t;t0,ϕ0)−y(t;t0,φ0)||≤{m(ϕ0−φ0)Eq(−C(t−tk)q)∏j=0k−1Eq(−C(tj+1−tj)q)}K,t∈Jk=(tk,tk=1],k=0,1,2,…,








where m∈C(R+n,R+) (with m(0)=0) is Lipschitz.





Remark 8.

The synchronization of the problem (40) is studied in [11] and the authors consider the case of constant strengths between the neurons and linear impulsive functions. They used approach A1 for IFrDDE. The main result is based on incorrectly citing and using the Lemma from [17] where they use the derivative (9), which is different than the Caputo fractional derivative (see Remarks 2 and 4).





The main goal of the paper is to implement appropriate controllers ui(t),i=1,2,…,n for the response system, such that the controlled response system (41) could be synchronized with the drive system (40).



5.2.1. Output Coupling Controller


Inspired by the ideas in [24], the control inputs in the response system are taken as output coupling uj(t)=∑j=1nmij(fj(yj(t))−fj(xj(t))),i=1,2,…,n. The synchronization via output coupling is important because, in many real systems, only output signals can be measured.



Define the synchronization error ei(t)=yi(t)−xi(t). Therefore, the error dynamics between (40) and (41) can be expressed by


tkCDtqei(t)=−ci(t)ei(t)+∑j=1n(aij(t)−mij)Fj(ej(t))+∑j=1nbij(t)Gj(ej(t−τj(t)))+∑j=1ndij(t)∫−r0Kij(s)Hj(ej(t+s))dsfort∈(tk,tk+1],k=0,1,2,…,Δei(t)|t=tk=Lk,i(ei(tk−0)),k=1,2,…,ei(t)=Φi0(t−t0),t∈[t0−r,t0],i=1,2,…n,



(42)




where Fj(ej(t))=fj(yj(t))−fj(xj(t)), Gj(ej(t))=gj(yj(t))−gj(xj(t)), Hj(ej(t))=hj(yj(t))−hj(xj(t)) for t∈(tk,tk+1],k=0,1,2,…, Lk,i(ej(tk−0))=Lk,i(yj(tk−0))−Lk,i(xj(tk−0)), i=1,2,…,n,k=1,2,…, and Φi0(s)=φi0(s)−ϕi0(s),s∈[−r,0].



We assume the following:



Assumption A1. The neuron activation functions are Lipschitz, i.e., there exist positive numbers λi,μi,νii=1,2,…,n such that |fi(u)−fi(v)|≤λi|u−v|, |gi(u)−gi(v)|≤μi|u−v| and |hi(u)−hi(v)|≤νi|u−v|, i=1,2,…,n for u,v∈R.



Assumption A2. There exist positive numbers Mi,j,Ci,j,Diji,j=1,2,…,n such that |ai,j(t)|≤Mi,j, |bi,j(t)|≤Ci,j, |di,j(t)|≤Di,j for t>0.



Assumption A3. There exists a constant η>0 such that ci(t)≥η,i=1,2,…,n,t≥0.



Assumption A4. The impulsive functions Φk,i(u)=u+Ik,i(u) are Lipschitz with constants Ak,i∈(0,1], i.e., |Φk,i(u)−Φk,i(v)|≤Ak,i|u−v|, i=1,2,…,n,k=1,2,… for u,v∈R.



Assumption A5. The inequality


2η>∑i=1nmaxj=1,2,…,n(Mij+|mij|)λj+∑j=1n(Dijνj+Cijμj)+maxi=1,2,…,n∑j=1n(Mij+|mij|)λj+Cijμj+Dijνj



(43)




holds.



Remark 9.

If assumption A1 is satisfied, then the functions F,G,H in (42) satisfy |Fj(u)|≤λj|u|, |Gj(u)|≤μj|u|, |Hj(u)|≤νj|u|,j=1,2,…,n for any u∈R. If assumption A4 is satisfied, then the impulsive functions Lk,i in (42) satisfy |u+Lk,i|≤Ak,i|u|i=1,2,…,n,k=1,2,… for any u∈R.





The case of multiple time constant delays (no distributed delays) and the constant synaptic connection strength between neurons is studied in [22] by using quadratic Lyapunov function. We will study the case of variable bounded synaptic connection strength and nonlinear impulsive functions.



Theorem 1.

Let assumptions A1–A5 be satisfied.



Then, the master impulsive Caputo fractional system (40) and the slave impulsive Caputo fractional system (41) are globally Mittag–Leffler synchronized.





Proof. 

According to condition A5, there exists a positive constant α such that α≤2η−B1−B2B3, where


B1=∑i=1nmaxj=1,2,…,n(Mij+|mij|)λj+∑j=1n(Dijνj+Cijμj),B2=maxi=1,2,…,n∑j=1nCijμj+Dijνj+(Mij+|mij|)λj,B3=1+rqΓ(1+q)∑i=1n∑j=1n(Dijνj+Cijμj).











Choose the positive constants p=1+αrqΓ(1+q). Then, 1Eq(−αrq)≤1+αrqΓ(1+q)=p ( see (3.8) and (3.11) [23]).



Consider the quadratic functions V(t,x)=xTx. Let the point t>0:t∈(tm,tm+1], m≥0 being an integer, be such that sups∈[−r,0]V(t+s,e(t+s))=sups∈[−r,0]∑j=1nej2(t+s)=p∑j=1nej2(t)=pV(t,e(t)) where e(t) is a solution of (42). Then, since τj(t)∈[0,r],t≥0, we have pV(t,e(t))=p∑j=1n(ej(t))2≥∑j=1n(ej(t−τj(t)))2≥(ei(t−τj(t)))2,i=1,2,…,n. In addition, (ej(t+s))2≤sups∈[−r,0]V(t+s,e(t+s))=pV(t,e(t)),s∈[−r,0].



From conditions A1,A2, A3, A5, the choice of the constants α,p, and Remark 9, we get for the chosen above point t:


tmCDtqV(t,e(t))=tmCDtqeT(t)e(t)≤2∑i=1nei(t)tmCDtqei(t)≤−2∑i=1nciei2(t)+2∑i=1n∑j=1n(|aij(t)+|mij|)|Fj(ej(t))||ei(t)|+2∑i=1n∑j=1n|bij(t)||Gj(ej(t−τ(t)))|ei(t)|+2∑i=1n∑j=1n|dij(t)|∫−r0|Kij(s)||Hj(ej(t+s))|ds|ei(t)|≤−2∑i=1nciei2(t)+∑i=1n∑j=1n(Mij+|mij|)λj((ej(t))2+(ei(t))2)+∑i=1n∑j=1nCijμj((ej(t−τ(t)))2+(ei(t))2)+∑i=1n∑j=1n|dij(t)|∫−r0|Kij(s)|νj((ej(t+s)))2+(ei(t))2)ds≤{−2η+∑i=1nmaxj=1,2,…,n(Mij+|mij|)λj+maxi=1,2,…,n∑j=1n(Mij+|mij|)λj+Cijμj+Dijνj+p(∑i=1n∑j=1n(Dijνj+Cijμj)}V(t,e(t))≤−αV(t,e(t)).



(44)







Let t=tk, k be a natural number and x∈Rn,x−(x1,x2,…,xn). Then, according to condition A4 and Remark 9, the inequalities


V(t,x+Lk(x))=∑i=1n(xi+Lk,i(x))2≤∑i=1nAk,i2xi2≤V(t,x)



(45)




hold.



Inequalities (44), (45) and Lemma 4 prove the claim. ☐





In the case when the conditions A3 and A5 are not satisfied (i.e., the bounds of the functions ci(t) are not small enough), we introduce:



Assumption A6. There exists a continuous positive function m(t)∈C([0,∞),(0,∞)) such that 0<β≤m(t)≤γ, β,γ are constants, the fractional derivative tkRLDtqm(t) exists for t∈(tk,tk+1), k=0,1,2,…,


2mini=1,2,…,nci(t)−tkRLDqm(t)m(t)≥ξ>0fort∈(tk,tk+1),k=0,1,2,…,








and


ξ>∑i=1nmaxj=1,2,…,n(Mij+|mij|)λj+1β∑j=1n(Dijνj+Cijμj)+maxi=1,2,…,n∑j=1n(Mij+|mij|)λj+Cijμj+Dijνj.











Theorem 2.

Let ssumptions A1, A2, A4 and A6 be satisfied.



Then, the master impulsive Caputo fractional system (40) and the slave impulsive Caputo fractional system (41) are globally Mittag–Leffler synchronized.





Proof. 

According to condition A6, there exists a positive constant α such that α≤ξ−B4−B2B5 where B2 is defined in Theorem 1 and


B4=∑i=1nmaxj=1,2,…,n(Mij+|mij|)λj+1β∑j=1n(Dijνj+Cijμj),










B5=1+rqβΓ(1+q)∑i=1n∑j=1n(Dijνj+Cijμj).











Choose the positive constants p=1+αrqΓ(1+q) and consider the Lyapunov function V(t,x)=m(t)∑i=1nxi2,x=(x1,x2,…,xn) where the function m(t) is defined in Assumption A6.



Let k be any nonegative integer, the point t∈(tk,tk+1) and the function ψ∈C([−r,0],Rn) be such that V(t+s,ψ(s))=m(t+s)∑i=1n(ψi(s))2<pm(t)∑i=1n(ψi(0))2=pV(t,ψ(0)), s∈[−r,0). Then, we have (ψi(s))2≤1ββ(ψi(s))2≤1βm(t+s)(ψi(s))2≤1βm(t+s)∑i=1n(ψi(s))2=1βV(t+s,ψ(s))<p1βV(t,ψ(0))=p1βm(t)∑i=1n(ψi(0))2,s∈[−r,0].



From conditions A1, A2, A6, the choice of the constants α,p, Example 2, Case 2 and Equation (15), we get for the chosen above point t and function ψ:


tkD(3)qV(t,ψ(0),ψ)≤m(t)∑i=1n{−2∑i=1nci(t)|ψi(0)|2+2∑i=1n∑j=1n|aij(t)+mij||Fj(ψj(0))|ψi(0)|+2∑i=1n∑j=1n|bij(t)||Gj(ψj(τ(0)))|ψi(0)|+tkRLDqm(t)∑i=1n(ψ(0))2+2∑i=1n∑j=1n|dij(t)|∫−r0|Kij(s)||Hj(ψj(s))|ds|ψi(0)|}≤{−2mini=1,2,…,nci(t)+∑i=1nmaxj=1,2,…,n(Mij+|mij|)λj+tkRLDqm(t)m(t)+maxi=1,2,…,n∑j=1n(Mij+|mij|)λj+Cijμj+Dijνj+p1β(∑i=1n∑j=1n(Dijνj+Cijμj)}V(t,ψ(0))<−αV(t,ψ(0)).



(46)







For any natural number k and x∈Rn,x=(x1,x2,…,xn) according to condition A4 and Remark 9, we have V(tk,x+Lk(x))≤∑i=1nAk,i2xi2≤V(t,x).



According to Lemma 5, the claim of Theorem 2 follows. ☐





Example 3.

Consider the master impulsive Caputo fractional system (40) with n=3, ci(t)≡ci, with the activation functions fj(s)=gj(s)=hj(s)=0.5tanh(s), the delays τi(t)=|sin(t)|≤1, i.e., r=1 and |aij(t)|≤Mij,|bij(t)|≤Cij,|dij(t)|≤Diji,j=1,2,3,t≥0, where M={Mij},C={Cij} are given by


M=0.10.50.30.20.30.20.40.20.1,C=0.10.10.20.30.20.10.20.50.3,D=0.20.10.10.10.20.10.20.30.1.











Let the output coupling controller be uj(t)=(tanh(yj(t))−tanh(xj(t))∑j=13mij,i=1,2,3 with


m=0.10.20.10.20.10.10.10.20.1.











Then, λi=μi=νi=0.5 and ∑i=13maxj=1,2,3(Mij+mij)λj+∑j=13(Dijνj+Cijμj)=2.5 and maxi=1,2,3∑j=13(Mij+mij)λj+Cijμj+Dijνj=0.5maxi=1,2,3∑j=13(Mij+mij)λj+Cijμj+Dijνj=1.35.



Therefore, if ci>3.852=1.925,i=1,2,3 then, according to Theorem 1, the master impulsive Caputo fractional system (40) and the slave impulsive Caputo fractional system (41) are globally Mittag–Leffler synchronized.





Example 4.

Consider the master impulsive Caputo fractional system (40) with n=2, q=0.3, tk=k,k=0,1,2,…, ci(t)=0.55(t−k)0.3Γ(0.7) for t∈(k,k+1], with the activation functions fj(s)=gj(s)=hj(s)=11+e−s, the delays τi(t)=|sin(t)|≤1, i.e., r=1 and |aij(t)|≤Mij,|bij(t)|≤Cij, |dij(t)|≤Diji,j=1,2,t≥0 where M={Mij},C={Cij} are given by


M=0.10.030.020.3,C=0.0010.0020.0030.001,D=0.0020.0010.0010.002.











Let the output coupling controller be uj(t)=(11+e−yj(t)−11+e−xj(t))∑j=13mij,i=1,2 with


m=0.10.020.020.1M+m=0.20.050.040.4.











Let m(t)=E0.3(−(t−k)0.3)+0.1 with β=0.1. Then, tkRLDqm(t)=−E0.3(−(t−k)0.3)+1.1(t−k)0.3Γ(0.7) and 2mini=1,2,…,nci(t)−tkRLDqm(t)m(t)=E0.3(−(t−k)0.3)>E0.3(−1)=ξ=0.456594>0.



Then, λi=μi=νi=0.25 and 0.25∑i=12maxj=1,2(Mij+|mij|)+10∑j=12(Dij+Cij)=0.1775, 0.25maxi=1,2∑j=12(Mij+|mij|)+Cij+Dij=0.114. Then, E0.3(−1)>0.1775+0.114 and according to Theorem 2 the master impulsive Caputo fractional system (40) and the slave impulsive Caputo fractional system (41) are globally Mittag–Leffler synchronized.






5.2.2. State Coupling Controllers


Note that in [25] the state coupling was used to achieve the exponential lag synchronization of chaotic neural networks with impulsive effects. Now, we will consider the case when the control inputs are uj(t)=Nj(yj(t))−xj(t)),j=1,2,…,n. Then, the synchronization error ei(t)=yi(t)−xi(t) will satisfy


tkCDtqei(t)=−ci(t)ei(t)+∑j=1naij(t)Fj(ej(t))+∑j=1nbij(t)Gj(ej(t−τj(t)))+∑j=1ndij(t)∫−r0Kij(s)Hj(ej(t+s))ds−Niei(t)fort∈(tk,tk+1],k=0,1,2,…,Δei(t)|t=tk=Lk,i(ei(tk−0)),k=1,2,…ei(t)=Φi0(t−t0),t∈[t0−r,t0],i=1,2,…n.



(47)







In this case, we can derive the following result (its proof is similar to the one in Theorem 1 and we omit it). We assume the following:



Assumption A7. The inequality


2(η+mini=1,2,…,nNi)>∑i=1nmaxj=1,2,…,nMijλj+∑j=1n(Dijνj+Cijμj)+maxi=1,2,…,n∑j=1nMijλj+Cijμj+Dijνj



(48)




holds.



Theorem 3.

Let assumptions A1–A4 and A7 be satisfied.



Then, the master impulsive Caputo fractional system (40) and the slave impulsive Caputo fractional system (41) are globally Mittag–Leffler synchronized.





In the case when assumptions A3 and A7 are not satisfied, we introduce the following:



Assumption A8. There exists a continuous positive function m(t)∈C([0,∞),(0,∞)) such that 0<β≤m(t)≤γ, β,γ are constants, the fractional derivative tkRLDtqm(t) exists for t∈(tk,tk+1), k=0,1,2,…,


2mini=1,2,…,n(ci(t)+Ni)−tkRLDqm(t)m(t)≥ξ>0fort∈(tk,tk+1),k=0,1,2,…,








and


ξ>∑i=1nmaxj=1,2,…,nMijλj+1β∑j=1n(Dijνj+Cijμj)+maxi=1,2,…,n∑j=1nMijλj+Cijμj+Dijνj.











Theorem 4.

Let assumptions A1, A2, A4 and A8 be satisfied.



Then, the master impulsive Caputo fractional system (40) and the slave impulsive Caputo fractional system (41) are globally Mittag–Leffler synchronized.








6. Conclusions


The paper presents sufficient conditions for the global Mittag–Leffler synchronization of a fractional-order neural network with time-varying and distributed delay and with impulsive effects. We consider the case of two types of controllers, output coupling controller and state coupling controller. The study is based on the application of the fractional generalization of the Lyapunov–Razumikhin technique. We study the case of the time varying rate with which the i-th neuron resets its potential to the resting state in isolation and time varying synaptic connection strength of the i-th neuron to the j-th neuron. The case when the lower bound of the Caputo fractional derivative is changeable at each point of impulse is investigated. Consequently, our results are significant for various applications in engineering and technology.



It would be interesting to extend our results to the case of non-Lipschitz discontinuous activation functions applying both approaches for the interpretation of solutions of fractional equations with impulses. This would lead to wider possibilities for appropriate modeling of the connections between neurons in the networks. This topic goes beyond the scope of this paper and will be a challenging issue for future research.
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