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Abstract

:

In this research, the authors aim to detect the marginal appreciation of construction and neighbourhood characteristics of property prices at three different time points: before the COVID-19 pandemic, two years after the first COVID-19 alert but before the War in Ukraine, and one year after the outbreak of the War. The marginal appreciations of the building’s features are analysed for a pilot case study in Northern Italy using a Random Forest feature importance analysis and a Multivariate Regression. Several techniques are integrated into this study, such as computer programming in Python language, multi-parametric value assessment techniques, feature selection procedures, and spatial analysis. The results may represent an interesting ongoing monitoring of how these anomalous events affect the buyer’s willingness to pay for specific characteristics of the buildings, with particular attention to the location features of the neighbourhood and accessibility.
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1. Introduction


1.1. Fixed Effects and Market Value


“There are three things that matter in property: location, location, location”, states Lord Harold Samuel in his iconic sentence [1]. Even though the location is not the only characteristic of a property on which its market value depends, it is undoubtedly one of the most significant features, if not the most important one. As such, this research will discuss how fixed effects influence the best estimate of a property’s market value through multi-parametric estimation techniques [2,3]. Concomitantly, the authors wish to investigate whether the recent events of the COVID-19 pandemic and the War in Ukraine have changed the influence of a property’s location on its market value.



Has a demand shift occurred due to these impactful and significant events? Does the axiom “location, location, location” still remains unchanged?



This investigation is carried out from a market value perspective. The aim is to analyse whether the factors contributing to price formation have changed, questioning whether the demand has altered the appreciation of certain building features over time or if some of the usually most significant factors have become less influential in assessing the market values. The approach proposed is strongly interdisciplinary, integrating statistical techniques with economic analyses and geographic-spatial information. The intersection between statistics, economics, regional science, and econometrics can be identified as spatial econometrics or spatial analysis, which is sometimes (improperly) used as synonyms [4]. This research field helps to understand the spatial aspect of economic events, analyse spatial relationships, and leads to the production of a geographically centred interpretation of observations.



Specifically, this paper will apply a multivariate regression (MR) with spatial regressors to an illustrative case study to assess a property’s market value as a function of its descriptive features, such as location, distance from specific points of interest, construction features, and size. The MR will be developed based on three databases collected at different time points but pertaining to the same city (i.e., Padova, Northern Italy). The first database represents a pre-COVID-19 scenario. The second database was collected two years after the first COVID-19 alert, therefore illustrating the first effects that the pandemic has brought to the real estate market in North Italy. In contrast, the third database was collected one year after the outbreak of the War in Ukraine.



The MR belongs to multi-parametric market value assessment techniques. Such methodologies are extremely useful for the present work since they assess a property market value depending on a bundle of its descriptive characteristics. While in mono-parametric approaches, the estimate of the market value is only described as a function of one single characteristic of the building, most commonly the floor area (sqm); multi-parametric methods are able to include and balance a plethora of descriptive information of a property, comprising both construction and neighbourhood features [5].



Among the neighbourhood characteristics, the authors’ intent is to analyse the location of the building in central, semi-central, or suburban areas, its proximity to the city centre and public services, the accessibility to public transport or employment centres, but also the urban quality of the district, including pollution, healthy environment, parks and gardens, social context and security, leisure services, absence of high noises, or low building density.



As far as construction characteristics are concerned, it is the author’s will to consider simultaneously several features that define the quality of the building, such as its size, the number of rooms and bathrooms, the floor level, the maintenance status, the quality of materials, the energy performance, the presence of technologies such as domotics, photovoltaic systems or solar panels, the presence of additional areas such as a balcony, a private garden, or a garage, and the orientation of the building or its panorama and view.




1.2. Choosing the Econometric Model among the Multi-Parametric Value Assessment Methods


In the field of property valuation in Italy, multi-parametric methods include the simplified scoring techniques called “punti di merito” (in its two variants, i.e., the “additive approach” or the “multiplicative approach”), the “market comparison approach”, a method originated in the United States and reinterpreted in our country [6,7,8], and the “econometric models” or the more sophisticated “machine learning” models [9].



Econometric and machine learning models can be used as a mass appraisal technique in real estate valuation. A mass appraisal technique can be defined as the process of valuing a building stock or a property asset based on common parameters and statistical techniques [10].



The latter two methodologies, in general, aim to find the statistical relationship/algorithm that relates some economic quantities describing the property (independent variables) and the market value (dependent variable) [11].



The econometric model of hedonic prices quantifies how much each independent variable contributes to the variation of the market price. Each variable is assigned a numerical coefficient, and a mathematical assessment formula is consequently built [12]. Machine learning assessment procedures, such as Regression Trees and Random Forest, Artificial Neural Networks, Nearest Neighbours, Support Vector Machines, and Genetic Algorithms, ensure great accuracy in the value assessment. They enable the inclusion of numerous independent variables in the predictive model and can produce complex forecasting algorithms [13,14].



Econometric approaches generally have a high inferential capacity at the expense of a lower predictive capacity [15,16], while machine learning procedures show a higher predictive capacity but a lower inferential capacity [17,18]. Since inferential capacity refers to the effectiveness of the model in identifying cause–effect relationships among dependent and independent variables, whereas the predictive capacity represents the ability of the model to produce forecasts really close to the expected values, the authors believe that for the purposes of this article, the hedonic price estimation method could be the best choice to investigate the fixed effects in the real estate market.



The hedonic price method is founded on the assumption that a property is characterised by a set of elements (the building characteristics) and that the value of the property can be calculated as a sum of the estimated values of its elements [19]. This way, a marginal price is given to every building attribute, implicitly understanding how much that characteristic influences the market value [20]. In any real estate market, the demand compares the buildings for sale based on their characteristics, and the buyer will purchase the property that seems the most convenient. However, different characteristics are valued differently by the operators on the demand side. Some characteristics may be considered almost “objectively” valued by the demand, while others remain highly subjective. The marginal prices of the building characteristics depend on several factors, such as the housing market segment, politics and laws, fashions and trends, market cycles, social status, and the spending capacity of the demand, and they are subject to variation over time.



As such, the paper is structured as follows. Section 2 will introduce the methodological approach adopted for this research, while Section 3 describes the practical case study. A discussion about the regressors is illustrated in Section 4, whereas Section 5 outlines the complex procedure involved in downloading information, and Section 6 presents the Random Forest feature importance process. In Section 7, the Multivariate Regressions and the spatial analyses are developed and discussed. Finally, Section 8 draws the conclusions of this research, highlighting further possible developments.





2. Purpose and Materials and Methods


2.1. A Diachronic Analysis Related to Major Anomalous Events


As the authors are leading this research, it is early 2023. The present study is a specific development of a more comprehensive research stream that monitors and investigates multi-parametric value assessment techniques and hedonic prices in several Italian markets over time [21,22]. As a result of the globally impactful events that have occurred in recent years, this monitoring process of real estate values and marginal prices allows us to describe the shifts in demand preferences after the COVID-19 diffusion and the outbreak of War in Ukraine.



As of now, more than three years have elapsed since the first signs of the pandemic emerged in December 2019, originating from China [23], leading to various effects on the economy, labour, or trade, other than its clear impact on the health sector [24]. On the other hand, more than a year has passed since the outbreak of the War in Ukraine, when in the early morning of 24 February 2022, Russia launched numerous attacks on Ukraine’s major cities [25]. The domino effect of this unfortunate event changes the dynamics of so many sectors, directly and indirectly, bringing obvious consequences, such as political, financial [26,27,28], environmental, and energy-related impacts [29,30,31]. Further, it has also affected psychological health and social dynamics [32,33,34]. Moreover, these significant events also impact the real estate sector in terms of demand preferences, cost of construction, willingness to pay, property prices, and market dynamics.



Regarding our field of interest, real estate Researchers and Professionals are now wondering how and to what extent both the COVID-19 pandemic [35,36,37,38] and the War in Ukraine [39,40] might affect price formation mechanisms and thus their profession.



The scope of this research is twofold. On the one hand, the aim is to understand the marginal contribution of building features to the price, distinguishing between the fixed effects (location, neighbourhood, and accessibility) and the building’s construction characteristics. On the other hand, the analysis is diachronic, aiming to point out if any difference in the marginal appreciation of the features has occurred due to COVID-19 and the War in Ukraine.



Political, geographical, social, and economic factors strongly influence real estate market dynamics. In this case, those factors can undoubtedly be classified as anomalous events. Well defined in [41], an anomalous event is an unexpected and unpredicted shock whose causes are exogenous to the market in question, but the effects change and influence the market. The methods applied and the intended purposes in the research that have analysed the effect of anomalous events on the housing market appear to be very heterogeneous, primarily differing on the basis of the extent of the impact, i.e., distinguishing events with microeconomic consequences from events with macroeconomic consequences, as is the case in this study. Another distinction that should be considered is temporary versus permanent effects on the market dynamics.



The methodologies employed on an international panorama to analyse such anomalous phenomena are varied and multifaceted, showing different approaches and scopes. For instance, in [42], the authors conducted an economic analysis of the historical series in the United States over a 90-year time span and related natural disasters to economic responses. The hedonic price approach is widely employed in the literature to relate anomalous events and price changes. Several techniques have also been employed in the literature to understand the marginal contribution that building features (construction and neighbourhood) bring to the formation of the market price, such as spatial analysis, GIS (geographic information system), and, again, hedonic price regressions and neural networks [43,44].




2.2. Methodological Approach and Workflow


For this research, as introduced in Section 1, the hedonic price approach is adopted through an optimized and multivariate polynomial regression. The methodological strategy leading to understanding the price formation mechanisms after the COVID-19 pandemic and the War in Ukraine, illustrated in Figure 1, is as follows:




	
In STEP 1, the exemplary case study is defined, i.e., the real estate market in Padova. The case study is described based on three databases (DBs) collected at different times. The first database is dated 2019, II semester, representing the pre-COVID-19 situation. It is named DB2019 for the sake of simplicity. The second database is dated 2021, II semester, portraying the market two years after the first COVID-19 alert but before the outbreak of the War. It is called DB2021. The third database is dated 2023, I semester, depicting the market changes one year after the outbreak of the War in Ukraine. This last database is named DB2023.



	
As far as STEP 2 is concerned, a set of construction and neighbourhood descriptive features of the buildings are selected and discussed as the independent regressors in the econometric models. In contrast, the market value of the property is the dependent variable.



	
In STEP 3, the authors develop an automated procedure to download data and information about the buildings for sale in Padova. This step is carried out in Python® computer language, producing a web-crawling software to browse and extract information from web pages according to a predefined path. The web crawler has been used three times (2019, II semester; 2021, II semester; 2023, I semester) to read and download information from specific Italian selling websites regarding properties for sale, monitoring market changes in asking prices over time.



	
Before producing the regression models, in STEP 4, a feature selection process is conducted to understand how each predictor variable influences the response variable and eliminate the less significant regressors. The feature selection procedure helps to simplify the model outcome, reduces computational time, and overcomes the overfitting problem. The Random Forest (RF) regressor is used to test the variable importance, leading to exclude some predictors from the regression models. The RF procedure is again conducted in Python code.



	
STEP 5 produces the spatial-econometric models as Multivariate Regressions (MRs). The econometric model MR2019 is developed based on the dataset DB2019, the MR2021 refers to the dataset DB2019, and the MR2023 corresponds to DB2023. The spatial analyses are conducted using the GeoDa® software, while the stepwise analysis produced to define the MRs is developed with the help of the IBM SPSS 29® software.










3. The Case Study


Since the authors have been monitoring and recording data about the city of Padova during the last years to carry out several research projects, this may represent a good case study to understand market variations over time after the latest events because of the enormous data availability about this city. Nevertheless, this case study can also be a good representative of market changes because, besides the access to high-quality and numerous information, Italy is one of the countries majorly hit by COVID-19 and its economic consequences.



Indirect sources (aggregated market quotations) show that after a steep decrease, medium asking prices increased slightly again after the pandemic’s beginning. Moreover, this increment keeps constant in 2019–2023, as represented in Figure 2 [45]. Those data have been collected from historical web archives regarding residential properties on sale (asking prices) considering, at an aggregate level, excellent, good, and poor conditions.



Other sources of indirect information, namely, the Nomisma publications [46] and also the real estate Observatory “OMI” (Osservatorio Mercato Immobiliare) [47], provide the historical series of the actual transaction prices. The difference between the asking prices and the market values (real transactions) gives an idea of the medium negotiation margin. Figure 3 displays the selling prices recorded in Padova from the Nomisma Market Observatory from 2010 to 2022 (the latest information available), while Table 1 resumes data from 2019 to 2022. In this case, the transaction prices have kept relatively constant since 2019, with a slight increase beginning in 2022. In fact, there is always a time lag in the response of transaction prices if compared to the concomitant increase/decrease in the asking prices. Regarding the margin of negotiation, it is now around 4.5% for new constructions and 8.5% for residential properties to be refurbished. The time required to sell a property is around 4.8 months for properties in excellent maintenance and 5 months for good and poor conditions [46].



From 2019 to 2023, the negotiation margin decreased by 3.5% for old buildings and 2% for new constructions. Moreover, the time required to sell a property has decreased from 2019 to 2023, diminishing by 1.7 months for old constructions and 1.3 months for new buildings [46].




4. A Discussion of Construction and Neighbourhood Variables


This chapter aims to define and discuss the descriptive independent variables of each building collected over time to define DB2019, DB2021, and DB2023. The independent variables will be the regressors, expressing their contribution to the price formation in the MR, and the dependent variable will therefore be the property’s market value. As introduced in Section 1, the hedonic price method explicitly refers to the principle that the market value of a building depends on a bundle of its characteristics [19]. For this research, the characteristics of the building that determine its price are generally classified into construction and neighbourhood. This distinction allows us to check whether the neighbourhood features vary in their contribution to the price formation over time.



4.1. Construction Parameters


Regarding construction features, they represent a property’s physical features and are directly related to the building typology [48]. Construction features are otherwise indicated as dwelling or building characteristics.



According to [49], construction characteristics may be logically clustered into two complementary sub-groups, i.e., the single dwelling and building characteristics. On the one hand, the first bundle of features strictly refers to the single dwelling and describes the peculiarities of each unit located in a building, including physical features (such as the floor area, the number of rooms, the number of bathrooms, and the maintenance conditions) and technological features (including heating/cooling systems, solar or photovoltaics panels, domotics, alarm systems, or others).



On the other hand, the building characteristics describe the features of the entire building shared by all the single units, such as the presence of a shared garden, parking spaces, lifts, or shared terraces. Clearly, for single-building typologies and independent constructions, the two sub-groups coincide.



In this research, the construction features of the premises are resumed by a total of 40 indicators that are displayed in Table 2.




4.2. Neighbourhood Parameters


For what concerns the neighbourhood characteristics, instead, they represent the location of the building, and they describe its external environment and position. Therefore, the neighbourhood characteristics are chosen to conduct a spatial-econometric analysis, where the economic value of the building is assessed as a function of its location attributes. As defined in [50], spatial analysis generates helpful knowledge to answer questions about order, pattern, and structure inherent in spatial problems. Therefore, the MR’s quantitative methodology is intended to answer a spatial question to understand market value fluctuations along a diachronic analysis in relation to position and neighbourhood.



Neighbourhood features may be classified into two groups: urban attributes and accessibility attributes.



On the one hand, urban attributes are related to the level of urban quality. As it goes without saying, a buyer would be willing to pay a higher price for a property located in a position with higher urban quality. Even though no specific literature provides an exhaustive list of the urban attributes (otherwise called urban amenities) that fully describe what drives the buyer’s choice, the classification proposed in [51] is often adopted in these kinds of research. The authors [51] classify urban amenities into natural amenities, such as air quality, water presence, and open spaces; historical amenities, such as monuments, historical sites, or cultural infrastructures; and modern amenities, for example, hospitals and health services, shopping malls, educational buildings, leisure, banks, or others. Another classification for the urban characteristics may divide supply services from open-air amenities. Among the supply services, there are all medical and health facilities (hospital and medical care centres, pharmacies, and herbalists), financial facilities (banks and postal services), educational facilities (nurseries, kindergartens, elementary schools, middle schools, high schools, and universities), cultural facilities (theatres, cinemas, libraries, galleries, museums, and opera houses), commercial facilities (shopping centres, malls, supermarkets, groceries, and tobacconists), and sports facilities (fitness, pools, and sports centres). The open-air amenities are public parks and gardens, playgrounds, walking areas, natural paths, cycle lanes, skating areas, rugby/football/volleyball/basketball/tennis courts, or open-air swimming pools.



On the other hand, accessibility attributes are related to the distance of the house from specific points of interest (POI), such as the city centre, and the link to transportation systems, such as train stations, subway stations, accesses to motorways and ring roads, but also to bus stops and trams.



In this research, urban attributes and accessibility are characterised by analysing the following POI: city centre, train station, bus stop and tram stop, education facilities, big shopping malls, big commercial facilities, small supermarkets, urban parks/public gardens, sports facilities, hospitals, and pharmacies. The list of localisation indicators is presented in Table 3.





5. A Web Crawler to Download Data


5.1. Developing the Web Crawler


This session discusses the methodology for collecting the data and information required to develop the MPRs. In order to make this operation feasible, automated crawling software is designed in Python computer language. The web crawler is able to parse specific selling websites of real estate properties for sale in Padova and automatically download a set of predefined attributes per each parsed property. Specifically, the web crawler identifies and downloads the asking prices of the premises and the corresponding construction and localisation characteristics.



Before the downloading phase, the online search for the web crawler needs to be targeted through the definition of a web-searching domain. In particular, this research is limited to residential properties for sale in Padova, including new constructions and existing buildings (apartments, multi/two/single-family villas, attics, and terraced houses). Non-residential properties (commercials and directional) are excluded from the searching domain as well as all properties on rent. Regarding the location, all the municipal areas provided by OMI (Osservatorio del Mercato Immobiliare/Real Estate Market Observatory) of the Italian Revenue Agency are included in the domain, such as central, semi-central, peripheral, and suburban areas. A municipal area may represent a portion of the territory that reflects a market segment, i.e., a part of the market in which there is a homogeneous appreciation of economic, social, and environmental conditions.



The Python library “Beautiful Soup”, a package developed by Leonard Richardson to analyse HTML documents, is integrated into the web crawler. This operation allows the authors to extract and isolate data from the HTML pages by producing a parse tree in every parsed web page. According to the construction and localisation features defined in Section 4, the class of objects and functions is built inside the Python environment to structure the parse trees according to the dataset extracted from every selling advertisement.



After that, another Python library is integrated into the coding. The library “Pandas”, developed by Wes McKinney, can extract a file in the “.xls” format from any web-crawling process. This library allows to collect and order data and organise them in the form of a table, where the rows of the table represent each observation, while every column is one of the building features. After the crawling-downloading procedure from specific real estate selling websites, DB2019 shows 2595 observations, DB2021 contains 2729 observations, and DB2023 has 2352 observations.



In Figure 4, all the observations from 2019, 2021, and 2023 are represented based on their position in space (latitude and longitude on the map).




5.2. Measuring the Observations


In conjunction with the process of observation downloading, the authors had to decide how to measure the independent variables. Indeed, the regressors express very heterogeneous quantities, both quantitative and qualitative. Since this research aims to relate and quantify the effect of construction and localisation features of a building on its price, it is crucial to understand how to consistently measure each feature and make the impact of different quantities homogeneous in the regression models.



Continuous variables express a measurable quantity that can assume any value. An ordinal variable is a type of qualitative statistical variable that expresses a quality of an ordinal nature. A dummy variable is a “substitute” for a qualitative variable, aiming to make it possible to work with numerical values even when the measure is qualitative. Specifically, using a dummy variable means encoding data within a variable so that it can only assume the value of 0 or 1. The dummy variable is, therefore, a binary numeric variable, a dichotomous nominal qualitative measure.



Regarding construction characteristics, some variables are measured through continuous scales, such as the floor area (sqm) and the market price (€). Most of the features are represented by the binary code 0/1, i.e., absence/presence of the feature, such as lifts, solar panels, building automation, building typology, or others. Qualitative variables are transformed into an ordinal scale. The maintenance level is expressed as a number (1,2,3,4), where 1 represents obsolete buildings, 2 is for poor maintenance conditions, 3 for good maintenance, and 4 stands for optimal maintenance or new constructions. The energy class is, again, represented as an ordinal scale from 1 to 10, where 10 is the highest energy class (A4) and 1 is the lowest class G. Construction characteristics are downloaded, as explained above, through the web crawler with the support of the Python Libraries Beautiful Soup and Pandas. The selected units of measure (U.o.M.) per regressor are resumed in Table 4.



On the other hand, neighbourhood characteristics are relatively more challenging to be measured. In fact, “measuring” neighbourhood and accessibility is one of real estate forecasts’ most problematic methodological issues. Therefore, several strategies have been adopted and compared in the specific literature. Two major approaches can be distinguished: continuous and dummy measures [52].



Continuous measures may represent the straight-line distance between the premise and any POI, which is the Euclidian distance expressed in metres or kilometres (as in [53,54,55]) or expressed in logs (as in [56]). A more sophisticated approach may instead consider the actual travel distance, again expressed in metres or kilometres, from the building to the POI, which is the realistic distance covered by the existing road networks. Another option may be represented by the travel time it takes from the premise to the POI, as suggested in [57,58,59,60,61,62].



Dummy measures, instead, are qualitative variables, and they are only able to define proximity, namely, if the building is located within a predetermined distance from the point of interest, as in [63,64,65,66,67,68]. The predetermined distance may be the “Ped shed” (Pedestrian shed), which is usually a 400-metre distance considered to be equivalent to a 5 min walk or any ring buffer around the building [69].



Otherwise, a few other studies measure localisation or accessibility through less common and more specific variables, such as transportation costs/savings as a proxy of accessibility [70]. Again, the number of services or facilities may be counted inside a predetermined ring buffer, producing ordinal variables, as in [71,72,73,74]. Another approach may measure density levels, representing the ratio of services over the district’s population [75].



In this research, the units of measure employed to give a qualification/quantification of accessibility and neighbourhood are the straight line distance, the actual travel distance by car, the travel time by car, on foot and with public transports, the number of POI (point of interest) in the Ped Shed, and a 1 km ring bugger.



In addition, the observation position is recorded as a coordinate (latitude, longitude). The U.o.M are resumed in Table 5. Calculating the distances and times from the observation to the POIs is quite tricky to accomplish. Integrating the Python web-crawling program with google maps consultations and GIS software is necessary.





6. The Random Forest as Feature Importance


6.1. Analysis of the Databases


After downloading via the web crawler, raw data are available and displayed as a table. As the first action, missing or misleading observations must be removed from the database to work on “clean” information.



The “cleaning” procedure consists of an elimination, first, of the missing/misleading columns of the tables (features), then an elimination of the rows of the tables (observations).



Regarding the columns, it was almost immediately understood which features should be excluded from the analysis because approximately 90% of the observations did not report that information. As a result, only the construction features represented in Table 6 remain for the optimised feature selection analysis. The neighbourhood features all remain for the MR analysis since every data can be extracted.



Moreover, the table’s rows (observations) reporting incomplete classes are also excluded because they cannot be used in the regression procedure. Finally, even outliers and observations containing obvious errors are removed. Outliers are those data with anomalous and aberrant values, namely, a value distant from the other available observations. Observations containing obvious errors are referred to as selling ads containing, for example, null selling price or null floor area. As such, the three databases had to be decreased in the number of observations so that DB2019 shows 1457 observations, DB2021 contains 1687 observations, and DB2023 has 1501 observations.




6.2. Feature Importance Analysis


The neighbourhood and construction regressors on which the market value depends are manifold. This vast amount of information may be hard to synthesise in a regression analysis. Only some regressors have the same impact on price prediction, and the less impactful variables could be excluded from the inferential statistics. A feature importance analysis allows us to understand each independent variable’s impact on the forecast. When the less significant variables are excluded (feature selection), it helps reduce the problem’s dimensions.



Generally, there are three main categories of feature importance methods: the Filter-based, the Wrapper, and the Embedded approaches [76]. The first category includes the approaches based on univariate statistics, such as the Fisher’s Score, the chi-square test, the Mean Absolute Difference, the Dispersion ratio, the Variance Threshold, and the well-known Pearson’s correlation coefficient. The second category includes Exhaustive Feature Selection, Recursive Feature Elimination, Forward Feature Selection, or Backward Feature Elimination. Wrapper methods treat the problem of feature selection as a search problem [77,78,79]. Embedded approaches, such as the Random Forest or the LASSO Regularization, can combine the qualities of filter and wrapper methods [80].



In this research, the authors prefer to use the Random Forest (RF) feature importance methodology since this procedure is extremely accurate and reliable, producing good generalisation properties. Furthermore, the RF regressor is implementable in the Python coding created ad hoc for this study.



In machine learning techniques, RF models are non-parametric models that can be used for regressions and classifications. RF models are a popular bagging method, where bagging methods are a machine learning technique in the ensemble learning category. In bagging methods, multiple models are trained on different sub-datasets, each obtained from the initial dataset by bootstrapping, and then the multiple models are aggregated together (ensemble methods).



In fact, the term “bagging” represents the combination of the words bootstrap and aggregation. Ensemble learning involves the use of various ensemble models in order to improve the performance of each simple classifier taken individually.



Specifically, a RF is an ensemble classifier formed by a set of decision trees, i.e., the simple classifiers [81], so that RF models combine the simplicity of decision trees with the flexibility and reliability of an ensemble model. In computer science, a decision tree is a structure of information made from nodes and arcs, which has to be read from the top to the bottom. The information is contained inside the nodes of the tree. The connections between the nodes are the arcs.



The decision trees are trained based on a randomly selected database subset. In this research, the three training databases are DB2019, DB2021, and DB2023.



The RF process is performed on the three DBs implementing the “Numpy” library inside Python. During the training, the RF regressor measures how much the impurity of each variable decreases, which gives an order of importance of the regressors over the dependent variable. A variable has higher importance when it diminishes its impurity the most. The impurity for discrete variables is given by the Gini impurity or by the information gain/reduction in entropy, while in continuous variables, it is given by the variance.



To perform the RF selection, 80% of the data per each DB constitutes the training sets, and it is chosen to use the leftover 20% of observations as testing sets. In training the classifiers, the authors decided to build 5000 trees and to set the threshold at 0.75 of the mean value of the importance coefficients.



The RF regressor is able to assess the independent variables’ “coefficients of importance” by calculating their decrease in impurity. The impurity of a variable is the mean of the decreased values produced by each tree. As a result of the feature importance approach, the RF-aggregated coefficients are presented in Table 7.





7. A Spatial and Econometric Analysis


7.1. The Multivariate Regressions


Before performing the MR, it is necessary to verify whether the feature selection process has ensured the minimum balance between the number of observations in every DBs and the number of used independent variables. Several “rules-of-thumb” have been suggested in the literature over time in order to determine the minimum number of observations necessary to elaborate a multiple regression analysis. In [82], the authors suggest that N ≥ 50 + 8R in multiple correlations and N ≥ 104 + R in partial correlations, where N is the number of minimum observations, and R is the number of predictors. However, the authors in [82] also state that for multiple correlations, the rule N ≥ 50 + 8R produces values excessively large for N when R ≥ 7. Therefore, the so-called “effect size” should also be considered in questioning the minimum sample size.



In this case, the number of observations fully justifies the number of the selected regressors later illustrated in this paragraph.



The MR helps to understand the relationships with multiple independent variables, as it is in this research. The dependent variable (Y), i.e., the market value of the property, depends on several independent variables (Xr), namely, the descriptive building features, and R is the total number of the regressors, as in Equation (1):


  Y =      a   0  +      β   1   X  1     + ⋯ +      β   r   X   r      + ⋯ +      β   R   X   R      ± φ  



(1)







In the equation:




	
Y is the dependent variable (i.e., the market value measured in €/sqm);



	
a0 is the constant;



	
βr are the coefficients of the regressors Xr, 1 ≤ r ≤ R;



	
Xr are the dependent variables 1 ≤ r ≤ R (i.e., the characteristics of the buildings);



	
R is the total number of dependent variables (Xr);



	
𝜑 is the error.








The regressors are normalized in the interval 0–1 to be homogeneous and coherent. The normalization allows all the terms to be compared through the same seize order and to be consistent in the results.



With the help of the SPSS 29 software, the authors conduct a stepwise analysis, both forward and backwards, to identify the optimal function that explains the dependent variable. The stepwise analysis includes and excludes iteratively the regressors intending to minimize the error on the forecast. The final regressors are defined as follows:




	
X1 = Building internal services (Ʃ 0/1 of lift, private garden, private garage, shared parking space, cellar, terrace, building automation, central heating, photovoltaic system, MCV, air conditioning, optical fibre, and fireplace);



	
X2 = Floor area (sqm);



	
X3 = Energy class (from 10 to 1, where 10 represents the highest class A4, and 1 the lowest, i.e., class G);



	
X4 = City centre straight line distance (km);



	
X5 = Urban amenities and leisure (total n. of services in 1 km ring buffer of cultural facilities, museums, art galleries, theatres, cinemas, and libraries);



	
X6 = Commercial services (total n. of services in 1 km ring buffer of big shopping malls, big commercial facilities, and small supermarkets);



	
X7 = Bus and tram stop (total n. of services in the Ped shed of bus stop and tram stop).








The MR developed on DB2019 produces the function Y2019, on DB2021 the function is called Y2021, whereas on DB2023 the regression formula is named Y2023. The results of the MR analysis are reported below in Equations (2)–(4). All the regressors show a T-student value > 2 and a p-value < 0.05. The Gaussian distribution of the values representing the difference between the expected value and the forecast can be appreciated by the analysis of residuals. As far as R-sq is concerned, Rsq2019 = 0.71, Rsq2021 = 0.79, and Rsq2023 = 0.74.


   Y  2019   = 1766.16 − 33.29  X  1     − 0.57  X  2     +   68.88  X  3     − 25.98  X  4     + 2.65  X  5     − 17.75  X  6     + 5.14  X  7      



(2)






   Y  2021   = 1801.46 + 52.31  X  1     − 6.26  X  2     + 74.59  X  3     − 92.83  X  4     + 8.92  X  5     − 9.89  X  6     − 27.49  X 7   



(3)






   Y  2023   = 1673.95 + 10.62  X  1     − 2.08  X  2     + 144.07  X  3     − 57.79  X  4     + 12.94  X  5     − 29.38  X  6     − 27.11  X 7   



(4)







In these equations, X1, X2, and X3 represent the construction properties of the buildings, while X4, X5, X6, and X7 embody location attributes. Since such neighbourhood features add spatial information to the regression analysis, the authors believe that further clarification and exploration of this issue may be required here.



There are fundamental differences between spatial and a-spatial data: unlike the former, the latter usually fulfils certain critical assumptions in statistical analyses [4]. The first assumption is independence within the sample. The assumption of independence underlies not only various techniques, including regression, but, more generally, inference and inferential statistics. However, spatial data tend to violate it because they are characterised by spatial dependence naturally.



The second assumption is spatial homogeneity, which is similar to the first assumption because both properties are related to the covariance of spatial processes, producing similar effects on statistical and inferential analyses.



A regression analysis, as in this research paper, rests on a number of statistical assumptions that, when fulfilled, guarantee the optimal properties of the forecasts. However, it is rare for spatial data to satisfy those assumptions, which implies that, generally, the calculation of model parameters from spatial data samples is carried out in violation of those assumptions, so that regression, including spatial data, tends to be affected by more significant variability than those obtained from a-spatial data. The R-sq calculated in the three models is, in fact, representative of about 70% of the sample, which is good reliability on the forecasts but not optimal, remembering that spatial econometrics naturally deals with spatial dependence and spatial heterogeneity [83].



The crucial point is related to spatial autocorrelation, which measures, regarding a single variable, the correlation (positive or negative) between specific spatial units and other spatial units and the dependence between them [84]. There are several indices of spatial autocorrelation, the best known of which are Moran’s and Geary’s [4].



According to Moran’s index, autocorrelation is positive when neighbouring attributes are more similar (attraction), negative when they are more dissimilar (repulsion), or close to zero when there is no relationship between similarity and distance, in which case the spatial process is a random process (complete spatial randomness) [85]. The Univariate Moran (I) index has been assessed on DB2019, DB2021, and DB2023. According to the following Formula (5):


  I =      N        ∑  i    ∑  j   W  ij               ∑  i    ∑  j   W  ij      X i  −      X     med           X j  −      X     med            ∑  i    ∑  j   W  ij     ∑  i       X i  −      X     med         2       



(5)








	
1 ≤ i ≤ N



	
1 ≤ j ≤ N



	
−1 ≤ I ≤ 1








where N is the number of observations (points in the space), Xi is the variable that describes the phenomena, Xmed is the sample mean, and Wij is the weights matrix. The spatial weights matrix consists of as many elements as spatial units sampled (N), and each of its elements defines the contiguity between two spatial units. Typically, the matrix comprises a binary structure multiplied by a distance friction function. The task of the binary structure is to determine which units are considered contiguous. The matrix obtained by multiplying the binary structure by the distance friction function weighs the observed interaction for the distance between two spatial units in all cases where they are defined as contiguous.



For this reason, the contiguity matrix is often also called the spatial weights matrix. In this case, the spatial observations are points (latitude and longitude). Therefore, the weights matrix is built using the k-nearest neighbour methodology. As such, I2019 = 0.53, I2021 = 0.32, and I2023 = 0.29, also represented in Figure 5.




7.2. Discussing Fluctuations in Market Preferences


By comparing the functions above, i.e., Y2019, Y2021, and Y2023, it is clear that some changes have occurred in the marginal appreciation that buyers attribute to the characteristics of the buildings. Moreover, the RF feature importance process helps to understand the different willingness to pay for specific attributes over time (please refer to Table 7 in Section 6), and the Moran I indexes lead to understanding the evolution of spatial autocorrelation.



Regarding the construction features of the buildings, expressed by the regressors X1, X2, and X3, a higher appreciation of certain features, such as a wider surface area or the energy class, is clearly recorded after the COVID-19 pandemic. The energy class coefficient in the MR is positively correlated to the forecast, and the coefficients increase from 2019 to 2023. In addition, the RF results show the increasing importance of the buildings’ construction characteristics over time.



These results can be considered consistent with similar research performed in other Italian cities, such as in [86], and they can be interpreted as a response to the COVID-19 pandemic: The lockdown periods have changed the way people experience their home and have (obviously) increased the amount of time spent there. Although lockdown periods have now ended, people’s daily routines still remain affected by that experience, as it is, for instance, for smart working new schedules. This made certain features of the houses more significant, like bigger spaces, while technologies and installations are now more appealing to buyers, especially from an energy efficiency point of view. It is significant to mention in this context that the attention to the reduction in energy consumption has also increased with the “110%-Superbonus” and “Sismabonsus” Italian Government initiatives and concomitantly, due to the exponential growth of energy prices and construction costs due to the War in Ukraine [87]. These government initiatives have undoubtedly played an important role in the market value variations according to maintenance characteristics and energy classes. The effects on the real estate market of such initiatives have had additional and simultaneous effects on COVID-19. On the one hand, the demand for properties in poor maintenance conditions was increased, considering that the owner could have benefited from retrofit/renovation bonuses. Furthermore, the demand for energy-efficient performances and good conservation conditions may have been losing some appeal due to the possibility of asking for financial incentives.



Due to the War in Ukraine, however, there has been a significant increase in energy prices, and the request for properties with high energy performances, with new technologies and renewable energy installations, has also increased. Meanwhile, a sharp increase in construction costs has been holding back the construction of new buildings, making the supply of such goods scarce.



Regarding localisation features, the feature importance analysis helps to quantify the impact of the localisation variables on the market price.



First, the proximity to the city centre generally produces a non-linear increase in market values. In this case, the proximity to the city centre clearly shows decreasing RF coefficients from 2019 to 2023. This positional characteristic is prone to influence the market value less after the COVID-19 and Ukraine War events. However, the regression equations still show that the nearer to the centre, the higher the value. Clearly, the city centre’s concentration of services and facilities is the highest, therefore playing a significant role in enhancing people’s quality of life. The main cultural amenities are located in the city centre, and various studies showed that the proximity to an important museum [88], an archaeological site, a historical building [89], or cultural heritage [90] might increase the market values of the properties because of the positive impact on the district’s image [91]. The Moran I index still confirms that as much as the position of the building with respect to the city centre remains determining, the market segmentation (spatial autocorrelation of market prices) has decreased from 2019 to 2023.



The market value is also influenced by accessibility to public transport, and coherently with the analysis developed here, the authors in [92] identified a significant impact of accessibility on market segmentation. However, in this case, the RF analysis also allows us to understand that access to transport has seen a decrease in its impact on the market value from 2021 to 2023.



The proximity of hospitals and medical centres seems to slightly influence the market value in Padova, and such regressors have been excluded from the MRs as they did not show sufficient statistically significance in the regression stepwise analysis. Several researchers have extensively explored this issue in the literature, but their findings produced controversial results. Some authors have found that the proximity to hospitals has a slightly negative impact on the prices, as in [93] and [94], especially if the premise is very close to the hospital [95], probably due to ambulances’ high noise and traffic congestion. However, the same authors [95] have highlighted that medical facilities can increase the market value within a certain distance from the premises (a ring buffer of 1 to 2 miles). Other publications have found no significant impact of hospitals’ proximity on the prices [96].



Educational facilities are slightly correlated to the market value of a property in Padova, and these regressors have been excluded from the MRs since they are not statistically significant enough according to the regression stepwise analysis. The results in the literature are divergent. For instance, in [97,98], the authors have identified a positive impact of educational facilities’ proximity on house prices and the increase in price is often associated with the school rating/performance index. Higher school quality increases housing prices [99], and public high-performing schools seem to have the highest impact [100]. Educational facilities also increase the number of operators in the market demand [101].



Regarding sports facilities and urban parks, the influence on the market value over time in Padova seems negligible in the MRs. The RF coefficients show an increase in impact on the forecast in 2021 and a decrease in importance in 2023. As also mentioned in the literature, as in [102,103,104,105], only large stadiums and arenas produce a sensible variation in market prices, and the results are quite controversial. The effects of proximity to large sports infrastructures lead to a general increase in the prices of the district, but, at the same time, they lead to a decrease in market values of the nearest buildings due to the negative externalities. The literature is relatively consistent in relating an increase in housing prices when a park or a greenway is in the proximity of the building [106] since the quality of the neighbourhood is positively enhanced, especially if inside the “Ped shed” [107].



Commercial facilities show a negative impact in the regression equations produced, even though the RF shows that this is certainly not the primary influence on the prices. These results are quite controversial in the research: In [108], the author detected a rise in housing prices within a proximity range of 1–5 miles. A price increase in the district was also identified by [109] due to the presence of groceries. Big supermarket chains also contribute to a rise in prices, as in [110,111], especially when they are in the Pedestrian Shed [112]. Other studies have found a counter-trend, where the closest houses to commercial facilities may experience a slight decrease in market values due to noise and traffic [113].





8. Discussion and Conclusions


The scope of this study was to highlight the different marginal appreciation of construction and localisation features of properties in determining their market value. The analysis was diachronic and regarded as one exemplary case study in North Italy. The case study has been analysed at three different time points:




	
Before the first COVID-19 pandemic alert;



	
Two years after the first COVID-19 alert but before the outbreak of the War in Ukraine;



	
One year after the outbreak of the War in Ukraine.








Several techniques have been integrated into this research: computer programming in Python language, spatial analysis, Multivariate Regression, and Random Forest feature importance analysis.



First, an automated procedure was developed in Python® computer language to download descriptive data about the buildings. Then, a web-crawling software was produced to extract information from specific real-estate-selling websites. Finally, the set of construction and localisation descriptive features of the buildings to be downloaded was defined.



Specifically, the web crawler was applied at three different time points. The first download dates back to the beginning of the II semester of 2019, to capture a pre-COVID-19 scenario. The second download is dated 2021, the beginning of the II semester, to portray the situation two years after the first COVID-19 alert but before the outbreak of the War. Finally, the third download goes back to the beginning of the I semester in 2023 so as to depict market variations one year after the outbreak of the War in Ukraine.



Before producing the regression models, feature importance and feature selection analyses were applied to the three databases.



The feature selection procedure was chosen to understand the variables’ importance in the Random Forest regressor. This analysis helps to exclude the less significant predictors from the regression models, reducing the complexity and computational time of the regressions.



Then, three forecasting econometric models are produced as Multivariate Regressions to forecast the market value of a property as a function of a bundle of its descriptive characteristics.



The three models are diachronic and are dated 2019, 2121, and 2023. By comparing the three equations, it is possible to understand how the marginal contributions have changed per building feature after those two anomalous events. Particular attention has been dedicated to the comparison of neighbourhood versus construction characteristics.



The significant result of this research is a deep monitoring of the fluctuation in demand preferences in response to the last year’s anomalous events. Location is the primary factor in determining market prices, but other building attributes affect the buyer’s choices more and more. Among the significant limitations of this study, it can be stated that the case study is very specific. The case study of the city of Padova was selected due to the availability of extensive and detailed amount of data from several previous works. However, in further developments of this research, the authors intend to expand this market value analysis methodology to other Italian cities. Another limitation of the present study is the short time span during which the analysis was carried out. For this reason, the authors continue to monitor market variations over time in order to observe diachronic changes and understand future developments.
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Nomenclature




	ao
	constant (intercept of the regression)



	DB
	database



	DB2019
	database dated 2019, II semester



	DB2021
	database dated 2021, II semester



	DB2023
	database dated 2023, I semester



	DBs
	databases



	GIS
	geographic information system



	I
	Univariate Moran I index



	I2019
	Moran I index developed on DB2019



	I2021
	Moran I index developed on DB2021



	I2023
	Moran I index developed on DB2023



	MR
	Multivariate Regression



	MR2019
	Multivariate Regression developed on DB2019



	MR2021
	Multivariate Regression developed on DB2021



	MR2023
	Multivariate Regression developed on DB2023



	MRs
	Multivariate Regressions



	N
	number of observations



	POI
	Point of Interest



	POIs
	Points of Interest



	R
	total number of predictors



	RF
	Random Forest



	U.o.M.
	unit of measure



	Wij
	the weights matrix



	Xi
	the variable that describe the phenomena



	Xmed
	the sample mean



	Xr
	dependent variables 1 ≤ r ≤ R (i.e., the characteristics of the buildings)



	Y
	dependent variable (i.e., the market value)



	Y2019
	dependent variable (i.e., the market value 2019)



	Y2021
	dependent variable (i.e., the market value 2021)



	Y2023
	dependent variable (i.e., the market value 2023)



	βr
	coefficients of the regressors Xr, 1 ≤ r ≤ R



	𝜑
	error
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Figure 1. Workflow and the methodological approach. 
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Figure 2. Historical series of the asking prices in Padova for residential properties in optimal/good/poor conditions (immobiliare.it, data collected at City level). 
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Figure 3. Historical series of the transaction prices in Padova for residential properties in optimal/good/poor conditions (Nomisma, data collected at City level). 
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Figure 4. Collected and geo-localised observations in Padova. 
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Figure 5. Univariate Moran I. 
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Table 1. Average transaction prices in Padova: evolution over time (Nomisma).
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Transaction Prices in PADOVA (€/sqm)




	
Semester, Year

	
Maintenance Conditions

	
Prestigious Areas

	
Centre

	
Semi-Centre

	
Suburbs




	
Min

	
Max

	
Min

	
Max

	
Min

	
Max

	
Min

	
Max






	
I 2022

	
New constructions

	
3532

	
4290

	
2964

	
3659

	
1910

	
2254

	
1214

	
1547




	
Good maintenance conditions

	
2655

	
3221

	
2119

	
2579

	
1322

	
1739

	
945

	
1212




	
Poor maintenance conditions

	
1632

	
2160

	
1462

	
1790

	
858

	
1180

	
623

	
851




	
I 2021

	
New constructions

	
3482

	
4209

	
2793

	
3518

	
1846

	
2159

	
1192

	
1496




	
Good maintenance conditions

	
2583

	
3038

	
2041

	
2496

	
1273

	
1685

	
925

	
1197




	
Poor maintenance conditions

	
1573

	
2062

	
1442

	
1707

	
835

	
1140

	
608

	
824




	
I 2020

	
New constructions

	
3520

	
4323

	
2761

	
3440

	
1857

	
2168

	
1201

	
1507




	
Good maintenance conditions

	
2612

	
3170

	
2075

	
2524

	
1285

	
1664

	
901

	
1183




	
Poor maintenance conditions

	
1571

	
2155

	
1440

	
1718

	
847

	
1154

	
603

	
835




	
I 2019

	
New constructions

	
3451

	
4226

	
2745

	
3485

	
1848

	
2175

	
1212

	
1542




	
Good maintenance conditions

	
2571

	
3108

	
2042

	
2583

	
1307

	
1672

	
919

	
1194




	
Poor maintenance conditions

	
1577

	
2142

	
1483

	
1788

	
855

	
1147

	
618

	
841
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Table 2. Regressors: the construction features.
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INTRINSIC FEATURES: Construction Characteristics






	
Building construction characteristics

	
Terrace Area

	
Energy Class




	
Floor area

	
Top Floor

	
Construction year




	
no. of bathrooms

	
Fireplace

	
Typology of the building




	
no. of rooms

	
Maintenance level

	
Apartment




	
Floor

	
Building installations

	
Apartment in a Villa




	
no. of internal floors

	
Building Automation

	
Penthouse




	
Common garden

	
Central Heating

	
Farmhouse




	
Private Garden

	
Photovoltaic System

	
Loft




	
Private Garden Area

	
Mechanical Ventilation

	
Attic




	
Private Garage

	
Air Conditioning

	
Multi-storey single-family home




	
Private Garage Area

	
Optical Fiber

	
Single-family home




	
Common Parking Space

	
Lift

	
Terraced house




	
Basement

	
Solar Panels

	
Two-family villa




	
Basement area

	
Heat Pump

	
Multi-family villa




	
Terrace
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Table 3. Regressors: the neighbourhood features.
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EXTRINSIC FEATURES: Neighbourhood and Accessibility






	

	
Point of Interest (POI)

	

	

	
Point of Interest (POI)




	
market segment

	
City Centre

	

	
commercial facilities

	
Shopping malls




	

	
central train station

	

	

	
Big commercial areas




	
accessibility to trsnsports

	
minor train stops

	

	

	
Small-supermarkets




	

	
Bus stop

	

	
natural amenities

	
Urban Parks




	

	
Tram stop

	

	

	
Public gardens




	
education facilities

	
nursery

	

	
modern amenities

	
Sport facilities




	

	
kindergarten

	

	

	
Hospitals




	

	
primary school

	

	

	
Pharmacies
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Table 4. Construction features, U.o.M.
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INTRINSIC FEATURES: Construction Characteristics




	
Variable

	
Unit

	
Variable

	
Unit

	
Variable

	
Unit






	
Floor area

	
sqm

	
Terrace Area

	
sqm

	
Energy Class

	
10 ->1 (A4 -> G)




	
no. of bathrooms

	
number

	
Top Floor

	
0/1

	
Construction year

	
Year (number)




	
no. of rooms

	
number

	
Building Automation

	
0/1

	
Apartment

	
0/1




	
Floor

	
number

	
Central Heating

	
0/1

	
Apartment in a Villa

	
0/1




	
no. of internal floors

	
number

	
Photovoltaic System

	
0/1

	
Penthouse

	
0/1




	
Common garden

	
0/1

	
Mechanical Ventilation

	
0/1

	
Farmhouse

	
0/1




	
Private Garden

	
0/1

	
Air Conditioning

	
0/1

	
Loft

	
0/1




	
Private Garden Area

	
sqm

	
Optical Fiber

	
0/1

	
Attic

	
0/1




	
Private Garage

	
0/1

	
Lift

	
0/1

	
Multi-storey single-family home

	
0/1




	
Private Garage Area

	
sqm

	
Solar Panels

	
0/1

	
Single-family home

	
0/1




	
Common Parking Space

	
0/1

	
Heat Pump

	
0/1

	
Terraced house

	
0/1




	
Basement

	
0/1

	
Fireplace

	
0/1

	
Two-family villa

	
0/1




	
Basement area

	
sqm

	
Maintenance level

	
1/2/3/4

	
Multi-family villa

	
0/2




	
Terrace

	
0/1
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Table 5. Neighbourhood features, U.o.M.
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EXTRINSIC FEATURES: Localization and Accessibility




	

	
Variable

	
Unit






	
position

	
Latitude of the building (observation)

	
coordinate




	

	
Longitude of the building (observation)

	
coordinate




	
distance

	
Straight line distance from POI

	
Km




	

	
Actual travel distance from POI by car

	
Km




	
time

	
Travel time from POI by car

	
min




	

	
Travel time from POI on foot

	
min




	

	
Travel time from POI by public transports

	
min




	
proximity

	
N. of POI in the Ped shed (400 m)

	
n.




	

	
N. of POI in a 1 Km ring buffer

	
n.
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Table 6. Definitive construction features.
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INTRINSIC FEATURES: Construction Characteristics




	
Variable

	
Unit

	
Variable

	
Unit

	
Variable

	
Unit






	
Building construction characteristics

	
Maintenance level

	
1/2/3/4

	
Typology of the building




	
Floor area

	
sqm

	
Energy Class

	
10 ->1 (A4 -> G)

	
Apartment

	
0/1




	
no. of bathrooms

	
number

	
Construction year

	
Year (number)

	
Apartment in a Villa

	
0/1




	
no. of rooms

	
number

	
Building Installations

	
Penthouse

	
0/1




	
Floor

	
number

	
Building Automation

	
0/1

	
Farmhouse

	
0/1




	
no. of internal floors

	
number

	
Central Heating

	
0/1

	
Loft

	
0/1




	
Common garden

	
0/1

	
Photovoltaic System

	
0/1

	
Attic

	
0/1




	
Private Garden

	
0/1

	
Mechanical Ventilation

	
0/1

	
Multi-storey single-family home

	
0/1




	
Private Garage

	
0/1

	
Air Conditioning

	
0/1

	
Single-family home

	
0/1




	
Common Parking Space

	
0/1

	
Optical Fiber

	
0/1

	
Terraced house

	
0/1




	
Basement

	
0/1

	
Lift

	
0/1

	
Two-family villa

	
0/1




	
Terrace

	
0/1

	
Solar Panels

	
0/1

	
Multi-family villa

	
0/1




	
Top Floor

	
0/1

	
Heat Pump

	
0/1
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Table 7. Random-forest-aggregated coefficients.






Table 7. Random-forest-aggregated coefficients.





	
Class Element or Function

	
RF Coefficients




	
Intrinsic

	
2019

	
2021

	
2022






	
Typology of the building

	
1.24%

	
0.94%

	
0.80%




	
Building construction characteristics

	
31.49%

	
38.23%

	
74.67%




	
Building installations

	
2.13%

	
1.53%

	
0.42%




	
Extrinsic

	
2019

	
2021

	
2022




	
City centre proximity

	
35.70%

	
12.88%

	
4.81%




	
Transports accessibility

	
3.36%

	
3.60%

	
1.80%




	
Health services proximity

	
4.72%

	
4.40%

	
2.98%




	
Urban amenities and leisure

	
11.95%

	
28.19%

	
8.73%




	
Commercial areas

	
3.46%

	
4.61%

	
2.71%




	
Education facilities proximity

	
5.95%

	
5.61%

	
3.07%




	

	
100.00%

	
100.00%

	
100.00%
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