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Abstract: Virtual reality (VR) helps to visualize the spatial relationships between the different ele-
ments of the landscape in landscape architecture, allowing the user to feel the designed environment
and navigate through it interactively. VR can be used to navigate spaces designed both indoors (inside
a building) and outdoors (landscape). In the present research, the perception of the 3D environment
during navigation was compared between indoor and outdoor virtual reality environments. The
value of the user experience was measured with the Questionnaire on User eXperience in Immersive
Virtual Environments, analyzing the presence, engagement, immersion, flow, skill, emotion, usability,
technology adoption, judgment and experience consequence subscales. In overall self-reported user
experience, results showed that the perception of the environment during navigation was higher in
open VR environments than in closed ones. Regarding subscales, the existence of obstacles limits
the freedom of movement, which causes a lesser sense of presence. A more fluid VR navigation
also generates positive effects on the flow subscale. In outdoor environments, lighting generates
shadows, which help in spatial perception and orientation tasks during navigation, which facilitates
and increases the perception of immersion. In closed environments, light plays a less important role
during navigation.

Keywords: game engine; immersion; presence; user VR experience; virtual reality

1. Introduction

Landscape design covers regional planning and architectural space design as well as
modifications of buildings and their landscape environment [1]. Landscape design deals
with the description, understanding and visualization of spaces (open spaces, surfaces,
buildings, volumes, vegetation . . . ) in the landscape or in urban areas [2]. Within landscape
design, landscape architecture can be considered as a professional branch focused on the
spatial configuration of land and buildings at different scales (from the interior design
of small spaces to the design and planning of large urban areas). Due to its professional
nature, landscape architecture needs tools to visualize and evaluate the spatial relationships
between the different elements of the landscape [3,4].

For the visualization of the landscape, manual and digital systems are used. Manual
systems include sketches, schematic diagrams, maps and technical drawings such as section
plans [5–7]. Since the advent of digital technologies, digital landscape representations have
been incorporated such as photomontages, computer models and 2D renders as well as
augmented reality (AR) and virtual reality (VR) environments [8–11].

These last two technologies, augmented and virtual reality, share some common
elements. Both have to create digital elements of the landscape, but while in the first one
the digital elements are superimposed on reality, in the second the digital elements are the
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entire environment that we are visualizing. Although the differences between the two are
clear, some authors use the terms in such a way that it is not clear whether they refer to AR
or VR technologies [12,13]. As a clarification, in this research work, when we talk about
virtual reality, we refer specifically to completely digital environments, in which the digital
elements are the entire environment that we are visualizing.

Virtual reality is one of the tools that is being used more in landscape architecture [14],
and its use in landscape design teaching can improve teaching efficiency [15]. This tech-
nology allows the user to visualize the designed environment and navigate through it
interactively [16]. In addition, VR can be used to navigate spaces designed both indoors
(inside a building) and outdoors (landscape).

Virtual reality is frequently used in the final phases of landscape architecture projects,
to visualize their final result. Although the use of VR in the first stages of design is not so
common [17,18], virtual reality, which helps understand the spatial concepts of landscape
design, can improve the abilities of professionals to find solutions from the early phases of
the project [19]. The immersive nature of virtual reality improves the ability to understand
complex relationships and gives the designer a great tool to work with in the early stages of
the landscape architecture design process, both in large and small projects. In turn, authors
such as Gao, Liang and Ling Qiu [20] say that it is necessary to research, in the field of
landscape perception studies, whether VR offers a sufficient level of immersion to be an
alternative to the experience of a real scene. Another aspect to consider is to study whether
virtual reality has specific aspects that can be considered superior or inferior to reality itself
for certain uses (entertainment, visualization of inaccessible places, inspiration, critical
evaluation, measurement . . . ). Although the physical immersion in the landscape remains
one of the key moments in the design of landscape, VR can be an alternative.

In any case, virtual reality, to be effective as a communication element in a landscape
design project, must be accepted by the user. This means that the user of this technology
must be comfortable with the interface used and feel that the landscape they visualize is
valid for the design purpose.

Although virtual environments are considered a powerful tool for learning and com-
munication [21,22], for quite some time now, some authors have proposed that more
research in this field (the perception of the VR user) is necessary [22–27]. And while virtual
reality technologies have come a long way in recent years, it is still an emerging field
for research.

In this sense, one of the ways to evaluate the acceptance of this technology is user
experience surveys. The User eXperience (UX) definition by the ISO 9241-210 norm is
“The user’s perceptions and responses resulting from the use of a system or a service”.
Evaluations of VR user experience are based on several factors or components such as
presence, engagement, immersion, flow, skill, emotion, motivation, usability, technology
adoption, judgment and experience consequence [28].

From the research on user experience of VR in the field of landscape, we highlight some
recent research that has worked with some of these components. Sayyad [29] performed a
virtual reality experience with head mounted display (HDM) where natural movement was
compared with physical movements against the possibility of teleporting around the stage.
The presence and preference of the user was measured. The results showed that users
preferred natural movements and that teleportation, where the user’s avatar is instantly
translated to the destination (discontinuous translation), induced dizziness. The presence
value was higher in natural displacements. Regarding dizziness, this effect can appear
when the user navigates in a virtual environment. In this sense, authors in the field of VR
highlighted the need to study the impact on the health of the user of VR technology [30–32].
In another experience, carried out in the Coyoacan area (Mexico City), a desktop VR
environment was compared with physical reality [33]. In this work, they displayed Google
Street View on a PC screen and compared to the actual visit to the chosen site. Three User
eXperience components were analyzed: sense of presence, immersion and flow, which
were measured with a specific questionnaire for each of them. The study concluded that
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the virtual one, even in the case of only needing to obtain relevant information from the
environment, could not replace the real experience. Another work on the use of Google
Street View with virtual reality through HDM devices confirmed the improvement in user
motivation for learning [34].

User experiences of different virtual reality interfaces have also been compared. For
example, Kim and Rhiu [35] designed a flat terrain that was explored through three different
interfaces for navigation in virtual environments: natural movements (walking-in-place),
joystick and teleportation. Sense of presence, engagement, usability and motion sickness
were measured, among other variables. It was considered that natural movement can
produce cognitive dissonance and that its safety must be increased. The joystick had
advantages because it was a familiar interface to the participants and teleportation was
considered appropriate only when the task to be performed is not important. The study
was performed in a VR flat terrain environment, an issue that appears as a limitation of
the study in the conclusions. Therefore, as future work, they proposed the need to work
while navigating in different environments, both outdoors (areas with relief, hills, etc.) and
indoors (where there are doors, stairs, etc.). The present research is related to this proposal,
since it explores the user experience in different navigation environments (outdoor and
indoor), comparing the user experience in both outdoor and indoor virtual environments.

Indoor landscapes usually include elements such as enclosed rooms, stairs and door-
ways while outdoor landscapes include different geographical features such as mountains,
hills, lakes and open spaces that can modify the user experience when using virtual reality.
Different authors have studied this indoor/outdoor environments approach, although
with augmented reality instead of virtual reality. For example, Livingston [36] studied the
sensation of depth of an augmented reality application in indoor and outdoor environ-
ments. Other studies with augmented and virtual reality only take into account outdoor
landscapes [12] or indoor landscapes used to improve the aesthetic design of homes [37] or
analyze the response to a fire evacuation in buildings [38].

However, no references to comparative studies of user experience in indoor/outdoor
environments using virtual reality have been found. That is why it is considered an
interesting field of study and we propose in this work to obtain some preliminary results of
this comparison. To do this, the Dehaes research group https://portalciencia.ull.es/grupos/
6472/detalle (accessed on 5 January 2023) from the University of La Laguna, which covers
the areas of engineering and architecture, has taken advantage of the fact that different
desktop VR environments have been carried out in previous studies for landscape design
teaching. The objectives of these works were to measure the motivation and development
of the spatial skills of the participants, in addition to determining the user experience in
these environments. The use of graphic engineering tools together with the use of game
engines, such as Unity3D or Unreal, allows the visualization of landscapes through virtual
reality [39–42]. This way of working allows the generation of virtual environments that
serve as the basis for the first stages of a landscape design project.

In two of the previous studies carried out by the Dehaes research group, work has
been done with both indoor and outdoor virtual reality environments. In the indoor
environment, a navigation experience was carried out in a building of the Universidad de
la Laguna [43] while, in the outdoor environment, the experience was carried out in an
open space, the beach of Las Teresitas, from Tenerife [44]. In the indoor VR environment,
the impact of navigation in an indoor environment on the spatial orientation skill of the
participants was studied. In the outdoor VR environment, the user’s response and the
impact on students’ motivation were analyzed. That is, although indoor and outdoor VR
environments were studied, the same measurement tools were not used to determine the
user’s response. Therefore, it is necessary to carry out research that studies if there are
differences in the user’s perception in indoor and outdoor virtual environments, using the
same measurement tool, in order to compare the results.

https://portalciencia.ull.es/grupos/6472/detalle
https://portalciencia.ull.es/grupos/6472/detalle
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Thus, in the present research, a user experience comparison between indoor and
outdoor virtual reality environments was performed. For this purpose, two workshops
were carried out with the same group of participants. The value of the user experience
(the perception of the 3D environment during navigation) was measured with the same
measurement tool in both workshops, the Questionnaire on User eXperience in Immersive
Virtual Environments (QUXiVE) [45,46].

Therefore, the objective of this work is to study the differences in VR user experience
in indoor/outdoor environments. The findings and implications resulting from this work
may help to optimize the designs of indoor and outdoor environments to improve the
user experience.

2. VR and Game Engines for Landscape Design

As mentioned, one of the traditional tools for landscape design is maps. When
visualizing a map, it is necessary for the professional to have technical knowledge to
perceive the three-dimensional reality of the topographic relief in the two-dimensional
environment. Punia and Kundu stated that “not everyone can read maps or mentally
reconstruct a 3D landscape from a 2D map image” [47]. In addition, maps, widely used to
visualize 2D terrain [48], can also combine geospatial information in multiple views (profile
views, elevations, thematic data, etc.). However, the use of maps requires an additional
effort to associate it with reality [49].

Currently, the appearance of three-dimensional representation technologies can fa-
cilitate the visualization tasks of the landscape environment. In particular, technologies
such as virtual reality (VR) can help landscape design professionals visualize their projects.
Virtual reality allows 3D geometric representations that do not require the use of multiple
views, since the user can see plan, elevation or even geospatial information at the same
time, and therefore facilitates the interpretation of said representation. Virtual reality offers
different degrees of immersion depending on the technology chosen for its visualization.
It can be high immersive using virtual reality glasses (head mounted display, HMD VR)
or low immersive using a conventional computer with a monitor (desktop VR). However,
virtual reality is a digital technology that requires several technological requirements for
its correct operation. Among these requirements is the degree of realism of the digital
representations of the landscape. There are different methodologies to measure the degree
of realism. For example, in CAD environments (Revit) the parameter “level of detail (LOD)”
is used. In 3D animation, a determining factor is the number of polygons in the 3D mesh.
In the field of video games, the use of textures, lighting and shadows determines the level
of realism of the product, as in the case study carried out in this research, in which the
workshops have been carried out with a game engine type tool.

Some authors reflect on the degree of realism of the 3D simulation. Griffon [50] indi-
cates that it is important to define the appropriate degree of realism, since photorealism can
be negative when it does not fit the real world. On the other hand, Portman [51] questions
the degree of realism and indicates that totally real representations are not essential for
landscape design. Shin et al. [52] highlight the effect that the realistic 3D visualization of
terrains has on the user’s immersion in the virtual environment. From a practical point
of view, there is no consensus on how much degree of realism is adequate. In addition to
the visual or material aspects, it would be interesting to incorporate landscape elements
such as wind, atmosphere, changes in light, ground texture and smells. These elements
are fundamental to landscape design although with current VR desktop technology they
are complex to implement since they need specific hardware. For example, to perceive
non-material elements, such as tactile textures or vibrations, haptic devices such as gloves
or vests are used.

Regarding the creation of virtual environments, in recent years, research into technolog-
ical tools for geovisualization, navigation and 3D landscape modeling has increased [53,54].
For these purposes, 3D engineering systems, such as Geographic Information Systems/
Computer-Aided-Design/Building Information Modeling (GIS/CAD/BIM), have been
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frequently used. However, authors such as Purnia and Kundu [47] considered that these
visualization and 3D representation techniques required expensive software and specific
learning, and highlighted the need to find a faster and easier method. Because of this,
game engine technology can be an alternative tool for the creation of applications in
virtual environments, as they are cheap and easy to use [55]. A game engine is “a com-
puter game software that contains a 3D graphical representation and representations of
physical laws”. There are several game engines such as Unity 3D https://unity.com/es
(accessed on 10 November 2022), which is the one used in this investigation, Unreal En-
gine https://www.unrealengine.com/en-US/, (accessed on 10 November 2022), Godot
Engine https://godotengine.org/, (accessed on 10 November 2022) or Roblox Studio
https://www.roblox.com/create (accessed on 10 November 2022), to name the most popular.

The visual appearance of a landscape is defined by, among other components, the
terrain, vegetation, water, light and built structures [9]. All of these items can be created
using game engines. The realistic geographical representation of the environment cre-
ated by video game engines can be used for more serious purposes, such as research and
decision-making in landscape planning. As previously mentioned, one of the factors that
affect the virtual representation is the degree of realism. Some authors have affirmed that it
is important to define the appropriate degree of realism since photorealism can become
negative [50]. Williams [56] highlighted the need to measure realism in video game environ-
ments. On the other hand, Portman [51] said that a real representation is not essential for
landscape design. In this sense, Shiratuddin and Thabet [57] highlighted the possibilities of-
fered by game engines regarding degree of realism in factors such as simulation of different
lighting conditions, interaction, rain creation and collision detection, among others. Given
their versatility for creating indoor and outdoor VR environments with different levels of
realism, game engines are considered as an alternative for interactive 3D geovisualization
and navigation tasks [58], which are frequently used in landscape projects.

In virtual reality, users can feel the space by adjusting their perspective and movement
(navigation) in the virtual environment. In virtual reality, the visual design is important, but
it is also important that the user can move freely through the designed landscape [59,60].
Authors such as Santos et al. [61] stated that navigation is one of the central tasks in
virtual environments. In landscape design, it is common to walk through the virtual reality
environment to visualize an environment from different orientations, in which the user
must have a great sense of presence and immersion. Getting the feeling of presence and
immersion is one of the challenges of designing virtual reality environments. Although
presence and immersion may seem synonymous, they are not. The sense of presence is a
characteristic of virtual reality technology. Presence is defined as the feeling of belonging
in the VR world or, in other words, it is related to how much the user feels that the VR is
real [62,63]. Presence creates in the participant a sense of immersion (“the perception of
being involved, included, and interacting with an environment that provides a continuous
flow of stimuli and experiences”) [64]. When people using the VR system can “feel” the
virtual environment as “real”, the experience will be positive and therefore the designed
environment will be valid to visualize the shape of a landscape. When using different VR
technology systems, it is possible to obtain different levels of immersion. The result will
depend on the level of realism of the environment and the interface used to manage the
system. In this sense, haptic devices can increase the sensation of presence and immersion,
by including not only visual aspects but also tactile, smell and vibrations, among others.
In this way, VR environments can be classified into high immersion environments and
low immersion desktop environments. On the other hand, there are authors who include
another category: semi-immersion. This category is very similar to low immersion systems,
but works through high resolution projections or larger screens [65]. In this research,
semi-immersive systems are not considered.

To obtain highly immersive VR systems, hardware such as HMDs are commonly
used, since they completely occupy the field of vision of the person participating in the
experience. In addition to the visual aspects, other elements such as sounds, vibrations or

https://unity.com/es
https://www.unrealengine.com/en-US/
https://godotengine.org/
https://www.roblox.com/create
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tactile textures can be added to the environment in such a way that the user can interact
with the system through the use of specific interfaces (gloves with sensors, joystick with
vibration or suits with pressure levels). However, low-immersion desktop VR systems only
require a conventional computer (consisting of a keyboard, mouse and monitor) to interact
with the landscape rendered on the screen. In conclusion, highly immersive environments
are perceived as part of the person, since by moving the body or turning the head, the
digital environment reacts in the same way as a real environment. On the other hand, low
immersion environments are not connected to the user’s body [65–67].

3. Materials and Methods

In the present research, we have used the Unity 3D game engine for two workshops
(outdoor and indoor) in a low-immersive VR environment (2D screen desktop visualization).
The reason for choosing a desktop VR environment was to avoid the risk of possible
contagion when sharing virtual reality glasses during the Covid19 pandemic, since these
workshops were held in the beginning of the 2021–2022 academic year. In addition, in the
initial phases of a landscape project, the use of VR desktop environments is more frequent,
while VR environments with virtual reality glasses are more suitable for the final phases, to
visualize the final result.

The outdoor workshop was carried out taking Las Teresitas beach, in Santa Cruz de
Tenerife, as the geographical area. The height map used in the outdoor workshop has been
obtained from the Geoportal of the National Geographic Institute of Spain. The indoor
workshop was the Building Engineering Faculty of the University of La Laguna, created
from an AutoCAD model provided by the Technical Office of the University.

The tool to measure user experience in an immersive virtual environment was the
Questionnaire on User eXperience in Immersive Virtual Environments (QUXiVE) [45,46] in
a 10-point Likert-type scale.

3.1. Unity 3D Game Engine

Unity 3D under a free personal license has been used in this paper. This software is
a cross-platform game engine (Windows, Mac and Linux) for creating 2D and 3D games,
but it can also be used for other purposes, such as simulations, designs of landscapes, and
landscape assessment and planning [68,69]. Unity 3D allows applications to be generated
for different visualization modes such as virtual reality and/or augmented reality.

Unity 3D allows you to graphically represent landscapes in real time, offering, among
other options, a first-person perspective that favors the feeling of presence, that is, similar
to being there. In game engines, this perspective is called FPC (first person controller).
The user walks the terrain in a natural way, advancing, going back, and going up and
down it. Unity 3D also allows the incorporation of different sunlight conditions, different
landscape textures, architectural constructions, vegetation, trees, rivers, lakes, etc., as well
as phenomena such as rain or wind, to name a few. It is important to note that Unity 3D
also allows the generation of different sunlight conditions and shading. Recent studies
on outdoor VR environments have studied the utility of sunlight conditions and shading,
which help the orientation and perception of the environment by the user [44]. All these
features, if added, result in a representation of a landscape environment in a very realistic
way. Other elements that would contribute to realism, such as wind, atmosphere, changes
in light, ground texture and smells, are complex to implement.

However, it is also possible to create a basic environment without as many textures
or effects, which can be very appropriate for a conceptual design in the early stages of
a landscape design project. Regarding textures, Azarby and Rice [70] concluded in a
recent study that the textures had a positive and significant impact on spatial design
decisions when using desktop VR environments, but did not have a significant impact in
VR environments with head mounted display.

Unity 3D system requirements are Windows 7 or higher and 64-bit versions only;
macOS 10.12+; and Linux fixed on Ubuntu 16.04, 18.04 and CentOS 7. Regarding the GPU
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(graphics processing unit): graphics card with DX10 capabilities or higher (shader model 4.0).
The participants used their own computers to conduct the two workshops. If any computer
did not meet the requirements, the instructor provided a university computer to the student,
although this did not occur in this case.

3.2. Data Sources and Instructions for Indoor–Outdoor Workshop Design

The Geoportal of the National Geographic Information Center of Spain was used as
a data source to obtain topographic information (height map) for the outdoor workshop
http://centrodedescargas.cnig.es/CentroDescargas/locale?request_locale=es (accessed on
21 October 2022). In this geoportal, terrain height maps with a 5m grid can be downloaded
for further processing with Unity 3D. The geographic reference system is REGCAN95
(Canary Islands), compatible with WGS84.

Unity 3D includes the “terrain” menu with which the user can design terrains starting
from flat geometric shapes. It has tools to raise or lower terrain, paint texture, set height,
smooth height, and stamp terrain, among other options. However, in landscape design,
it is common to start working with an existing real terrain; therefore, the program must
allow real terrain to be imported. To do this, the Unity terrain configuration menu is used,
which allows the import of height maps. There are open-source websites where you can
download these height maps in PNG format, albeit with low resolution. To achieve better
resolutions, the geoportal of the National Geographic Information Center of Spain was
used, where it is possible to obtain height maps with a 5 m mesh resolution. This height
map is a digital file with an ASC extension. Using free web applications like “Heightmap
Maker” or QGIS, we convert the ASC format of the heightmap to RAW format for import
from Unity 3D (Figure 1).

Figure 1. Original contour lines map of Las Teresitas beach (a) and height map (b).

Once the Las Teresitas beach terrain file has been imported into Unity 3D, it is possible
through the “paint texture” editing option to assign different textures to the terrain. The
user, using the Asset Store, has access to multiple textures and objects typical of landscape
design, for example, textures of rocky soils, grassy soils, muddy soils, etc. . . . or 3D models
of trees, palm trees, bushes, etc. In addition, the figure of a policeman who goes to the
position in which the user is located has been added to the environment. In this way, a fun
touch is added and, furthermore, it could be interesting to detect the possible effect in the
user VR experience caused by its presence. This virtual landscape environment is freely
available at http://playa.joseluissaorin.com (accessed on 10 November 2022) (Figure 2).

http://centrodedescargas.cnig.es/CentroDescargas/locale?request_locale=es
http://playa.joseluissaorin.com
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Figure 2. Las Teresitas beach landscape environment created with Unity 3D: http://playa.
joseluissaorin.com accessed on 18 November 2022.

On the other hand, for the creation of the virtual environment in the indoor workshop,
we had 2D engineering drawings in AutoCAD from the Faculty of Building Engineering of
the University of La Laguna, provided by the Technical Office of the University. From these
2D floor drawings (Figure 3a) in AutoCAD, 3D models (Figure 3b) were created using the
Autodesk REVIT 2022 Building Information Modeling (BIM) application (free educational
license). The BIM model was made including the plot, a fence to delimit its limits and
the basic furniture of some of the building’s rooms. Textures were included on the walls
and on the window panes (Figure 4). BIM designs can be exported to game engines
such as Unity 3D for real-time walkthroughs. In this way, the design of an architectural
space can be visualized in a faster and more realistic way than with conventional 2D floor
drawings [34,46,71–75].

Figure 3. Building Engineering Faculty of the University of La Laguna 2D (a) and 3D (b) models,
performed with Autodesk REVIT by the authors.

http://playa.joseluissaorin.com
http://playa.joseluissaorin.com
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Figure 4. Building Engineering Faculty of the University of La Laguna created with Unity 3D:
http://playa.joseluissaorin.com accessed on 18 November 2022.

The procedure to export a BIM file to Unity 3D is as follows. First, the Vision WorkPlace
“FBX Converter for Autodesk REVIT” 2022 software was used, which can be downloaded
from the Autodesk App Store. This software is used to maintain the textures of the materials
of the BIM model (in order, for example, to maintain the transparency of the windows of
the created model). Second, the created FBX file was directly imported into Unity 3D. In
this way, the 3D model organized by components (walls, doors, windows, floors, etc.) is
accessed in Unity. We can easily select the components that we want to respond to collisions
in order to use a first person controller (FPS) that allows us to digitally walk through the
entire environment. All the interior doors of the building were placed without colliders to
simplify the routes. The created VR building engineering environment Figure 4 is freely
available at http://aparejadores.joseluissaorin.com (accessed on 18 November 2022). This
video shows a brief tour of the virtual environment: https://acortar.link/e7kYt (accessed
on 18 November 2022).

The created VR model was made with the intention of using it with Oculus Quest
2 virtual reality glasses. This device, due to its mobile design, has limitations regarding
the sizes of the 3D models that it can handle. Therefore, many details and realistic effects
such as different textures, colors or lighting, among others, were not included to facilitate
its visualization. In addition, by using the model made with an architectural design CAD
program (Autodesk REVIT 2022) as a starting point, not many textures or lights were used,
beyond the definition of basic materials for windows, walls and floors that are included in
this CAD application. The objective was not to make a realistic 3D model of the building,
but rather an operational 3D model that, taking the architectural design as a starting point,
would allow its interior to be explored. In order to carry out the workshops with a high
number of participants (only three Oculus Quest (VR-HMD) were available), and to avoid
contagion as we have previously commented, the use of these devices was ruled out and
finally the workshop was carried out in a VR desktop environment consisting of a computer,
keyboard and mouse.

3.3. Questionnaire on User eXperience in Immersive Virtual Environments

The tool used to determine user experience in a virtual environment is the Ques-
tionnaire on User Experience in Immersive Virtual Environments (QUXiVE). According
to ISO 9241-210, User eXperience (UX) is defined as “User perceptions and responses
resulting from the use of a system or service”. This standardized questionnaire has been

http://playa.joseluissaorin.com
http://aparejadores.joseluissaorin.com
https://acortar.link/e7kYt
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validated by Tcha-Tokey et al. [45,46] and includes 10 components/subscales such as
presence, engagement, immersion, etc. The User eXperience Questionnaire in Immersive
Virtual Environments (QUXiVE) has been developed using a selection of components from
different existing standardized tests to measure each of the ten subscales of the test. The
authors indicate that it should be adapted to each practical case. For this research, we have
selected 9 of the 10 subscales of the original questionnaire (Table 1).

Table 1. Items of the Questionnaire on User eXperience in Immersive Virtual Environments consid-
ered in the present research.

Subscale Is Defined as . . . Origin Questionnaire

Presence “The user’s ‘sense of being there’ in the virtual environment”
The Presence Questionnaire [76]

The Immersive Tendency
Questionnaire (ITQ)

[76]

Engagement “The energy in action, the connection between a person and its
activity consisting of a behavioral, emotional and cognitive form”

Immersion The “illusion” that “the virtual environment technology replaces the
user’s sensory stimuli by the virtual sensory stimuli”

Flow “A pleasant psychological state of sense of control, fun and joy” that
the user feels when interacting with the virtual environment Flow 4D16 [77]

Emotion “The feelings (of joy, pleasure, satisfaction, frustration,
disappointment, anxiety, etc.) of the user in the virtual environment”

Achievement Emotions
Questionnaire (AEQ) [78]

Usability
“The ease of learning (learnability and memorizing) and the ease of
using (efficiency, effectiveness and satisfaction) the
virtual environment”

System Usability Scale (SUS) [79]

Technology
adoption

“The actions and decisions taken by the user for a future use or
intention to use the virtual environment”

Unified Technology Acceptance and
Use of Technology (UTAUT) [80]

Judgment “The overall judgment of the experience in the virtual environment” AttracDiff 2 questionnaire
[81]

Experience
consequence

“The symptoms (e.g., the “simulator sickness”, stress, dizziness,
headache, etc.) the user can experience in the virtual environment”

Simulator Sickness Questionnaire
(SSQ) [82]

The component not considered in this study is skill, which is defined as the knowledge
the user gains in mastering his activity in the virtual environment. It is used to evaluate
students’ computer skills. Our study is more focused on user perception than on measuring
students’ computer skills. For this reason, it has not been considered in the present research.

Therefore, the questionnaire used in this research, adapted from the original QUXiVE,
is made up of 79 items on a Likert-type scale of 10 and three open questions in which the
user is asked about their experience in the virtual environment.

3.4. Participants

A total of 35 first-year students of the engineering degree of La Laguna University
carried out the two workshops. Participants were asked if they had any previous experience
with immersive technologies. None of the students had prior experience with these types
of 3D viewing environments.

3.5. Procedure

The outdoor and indoor workshops were conducted with low-immersive VR desktop
environments, in which each participant used their own personal computer. Participants
were given an instruction document detailing the specific task for taking a tour within each
environment. In this way, it is intended that all participants take similar tours in virtual
reality environments, in such a way that their experiences are comparable.

The two workshops were performed over a period of three weeks (Table 2). They were
divided into three phases: instruction, navigation tasks and questionnaire.
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Table 2. Workshop structure.

Workshop Structure

Week 1 Week 2 Week 3

Phase 1. Instruction.
Outdoor

Workshop

Phase 2. 2 h.
Navigation Tasks Indoor

Workshop

Phase 2. 2 h.
Navigation Tasks

Creation of the 3D
environment. 1 h

Operation with FPS
controller. 1 h.

Phase 3. 1 h 30 m.
Questionnaire

Phase 3. 1 h 30 m.
Questionnaire

Phase 1. Instruction. 2 h.
There are two main parts of this phase. In the first one (1 h), the participants were

taught how to get the data sources and how to create the outdoor/indoor 3D environments
from the data obtained and Unity 3D. The objective was not to learn the complete operation
of the game engine but to understand the process of designing outdoor and indoor 3D
environments with this tool. The participants received introductory training on the terrain
options, as well as the use of standard assets and the Unity Asset Store to incorporate
design elements.

The second part (1 h) of this phase was basic training on how to operate with the
FPS to navigate and interact with the 3D environment. The FPS controller is handled as
follows: A key to move to the left, W key to go forward, D key to the right, S key to go back.
Pressing the shift key with any of the previous movement keys increases the speed of the
environment display. The movement of the mouse reproduces the movement of the head,
thus allowing us to obtain a 360◦ image of the environment.

For the outdoor workshop, the second and third phases were as follows:
Phase 2. Outdoor workshop: Navigation Tasks. 2 h.
Once inside the landscape environment, the students had to perform specific tasks

following the instructions document. For this objective, seven tasks were proposed to the
participants. These tasks are described in detail in the research carried out by Carbonell-
Carrera et al. [44] and include, among other things, moving around the environment,
moving the head to see the 360◦ landscape, going to the jetty, walking towards the moun-
tains, etc. Users are also told that, as landscapers, they have to project an intervention on
Las Teresitas beach, for which they can plant trees, use different types of textures, install
urban furniture, paths for bathers, etc.

Phase 3: Questionnaire. 1 h 30 min.
Students responded to the Questionnaire on User eXperience in Immersive Virtual

Environments [45,46]. This questionnaire was answered within the virtual teaching envi-
ronment (virtual classroom).

For the indoor workshop, the second and third phases were as follows:
Phase 2. Indoor workshop: Navigation Tasks. 2 h.
Once inside the indoor environment, students were required to perform specific tasks

by following the instruction document. For this objective, 6 tasks were proposed. These
tasks are described in detail in the research carried out by Carbonell-Carrera et al. [43]. To
achieve these objectives, they had to follow different proposed routes (visit the auditorium,
the cafeteria, etc.) and visualize certain details of the virtual environment (glass blocks,
buttons on the keyboard of the vending machine, number of steps of the staircase, etc.)
which allowed the instructors to verify if the participant reached the proposed places.

Phase 3: Questionnaire. 1 h 30 min.
Students responded to the Questionnaire on User eXperience in Immersive Virtual

Environments [45,46]. This questionnaire was answered within the virtual teaching envi-
ronment (virtual classroom).

4. Results

The results obtained in the Questionnaire on User eXperience in Immersive Virtual
Environments are presented in the following tables.
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Results of the Questionnaire on User eXperience in Immersive Virtual Environments

The reliability of the Questionnaire on User eXperience in Immersive Virtual Environ-
ments has been verified with Cronbach’s alpha. The scale for the interpretation of Cron-
bach’s alpha values, according to George and Mallery [83] are: >0.9 excellent; >0.8 good;
0.7 acceptable; 0.6 questionable; and >0.5 poor. The reliability of the result obtained in the
present research is excellent for Indoor workshop (0.91) and good for Outdoor workshop
(0.86), according to this scale.

Regarding overall differences between the indoor and outdoor workshops on the
entire QUXiVE scale, participants in the outdoor workshop gave a mean value of 5.98
(SD = 0.64) and in the indoor workshop a mean value of 5.58 (SD = 0.80). The difference
in overall ratings between the two workshops was statistically significant t(34) = 3.70,
p < 0.001, d = 0.63.

Regarding each of the nine subscales of the QUXiVE, differences between the two
workshops were examined. In cases where there were overall subscale differences between
the two workshops, follow-up item level analyses were conducted. The results were:

Subscale Presence. Outdoor workshop: (M = 7.86, SD = 1.08). Indoor workshop:
(M = 7.47, SD = 1.43) (Table 3).

Table 3. Questionnaire on User eXperience in Immersive Virtual Environments: presence subscale.

Questionnaire on User Experience in Immersive Virtual Environments: Presence Subscale

Item Outdoor Workshop
Score (1–10) (s.d.)

Indoor Workshop
Score (1–10) (s.d.) t Value

1. “The virtual environment was responsive to actions that I initiated” 9.23 (1.50) 8.66 (1.68) 1.51
2. “My interactions with the virtual environment seemed natural” 7.37 (1.52) 7.40 (1.97) −0.09
3. “The devices (gamepad or keyboard), which controlled my
movement in the virtual environment, seemed natural” 7.89 (1.41) 7.37 (2.06) 1.86

4. “I was able to actively survey the virtual environment” 9.03 (1.34) 8.00 (2.18) 3.20 **
5. “I was able to examine objects closely” 8.71 (1.32) 8.03 (1.89) 2.22 *
6. “I could examine objects from multiple viewpoints” 9.09 (1.40) 8.74 (1.31) 1.28
7. “I felt proficient in moving and interacting with the virtual
environment at the end of the experience” 8.89 (1.41) 8.06 (2.17) 2.33 *

8 “The visual display quality distracted me from performing
assigned tasks” 5.31 (3.05) 5.71 (3.05) −0.69

9. “The devices (gamepad or keyboard), which controlled my
movement, distract me from performing assigned tasks” 5.00 (3.21) 4.86 (3.01) 0.26

10. “I could concentrate on the assigned tasks rather than on the
devices (gamepad or keyboard)” 8.09 (2.16) 7.89 (2.25) 0.63

Note. * p < 0.05; ** p < 0.01.

Subscale Engagement. Outdoor workshop: (M = 7.75, SD = 1.39). Indoor workshop:
(M = 7.34, SD = 1.97) (Table 4).

Table 4. Questionnaire on User eXperience in Immersive Virtual Environments: Engagement subscale.

Questionnaire on User Experience in Immersive Virtual Environments: Engagement Subscale

Item Outdoor Workshop
Score (1–10) (s.d.)

Indoor Workshop
Score (1–10) (s.d.)

1. “The visual aspects of the virtual environment involved me” 7.29 (1.71) 7.09 (2.17)
2. “The sense of moving around inside the virtual environment was compelling” 8.17 (1.46) 7.40 (2.38)
3. “I was involved in the virtual environment experience” 7.80 (1.89) 7.54 (2.15)

Subscale Immersion. Outdoor workshop: (M = 5.62, SD = 1.97). Indoor workshop:
(M = 4.59, SD = 1.62) (Table 5).
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Table 5. Questionnaire on User eXperience in Immersive Virtual Environments: immersion subscale.

Questionnaire on User Experience in Immersive Virtual Environments: Immersion Subscale

Item Outdoor Workshop
Score (1–10) (s.d.)

Indoor Workshop
Score (1–10) (s.d.) t Value

1. “I felt stimulated by the virtual environment” 7.09 (2.03) 6.06 (2.31) 2.04 *
2. “I become so involved in the virtual environment that I was not
aware of things happening around me” 5.29 (2.90) 4.31 (2.71) 1.86

3. “I identified to the character I played in the virtual environment” 6.26 (3.10) 5.89 (2.85) 0.89
4. “I become so involved in the virtual environment that it is if I was
inside the game rather than manipulating a gamepad and
watching a screen”

5.97 (2.68) 4.86 (2.61) 3.12 **

5. “I felt physically fit in the virtual environment” 6.37 (2.70) 5.94 (2.85) 0.80
6. “I got scared by something happening in the virtual environment” 3.80 (2.96) 1.91 (1.52) 3.66 ***
7. “I become so involved in the virtual environment that I lose all
track of time” 4.54 (2.88) 3.14 (2.14) 2.94 **

Note. * p < 0.05; ** p < 0.01; *** p < 0.001.

Subscale Flow. Outdoor workshop: (M = 6.37, SD = 1.24). Indoor workshop:
(M = 5.54, SD = 1.50) (Table 6).

Table 6. Questionnaire on User eXperience in Immersive Virtual Environments: flow subscale.

Questionnaire on User Experience in Immersive Virtual Environments: Flow Subscale

Item Outdoor Workshop
Score (1–10) (s.d.)

Indoor Workshop
Score (1–10) (s.d.) t Value

1. “I felt I could perfectly control my actions” 7.57 (1.97) 6.74 (2.56) 1.92
2. “At each step, I knew what to do” 8.83 (1.50) 8.03 (2.23) 2.41 *
3. “I felt I controlled the situation” 8.94 (1.59) 8.06 (2.04) 3.13 **
4. “Time seemed to flow differently than usual” 5.23 (2.68) 4.00 (2.78) 2.38 *
5. “Time seemed to speed up” 4.43 (2.56) 3.71 (2.57) 1.84
6. “I was losing the sense of time” 4.03 (2.82) 3.29 (2.23) 2.15 *
7. “I was not worried about other people’s judgment” 6.74 (3.16) 6.29 (3.37) 0.80
8. “I was not worried about what other people would think of me” 7.43 (2.93) 6.40 (3.34) 2.05 *
9. “I felt I was experiencing an exciting moment” 5.09 (2.62) 4.40 (2.44) 1.57
10. “This experience was giving me a great sense of well-being” 5.97 (2.32) 5.09 (2.31) 2.11 *
11. “When I mention the experience in the virtual environment, I feel
emotions I would like to share” 5.83 (2.26) 4.91 (2.67) 2.47 *

Note. * p < 0.05; ** p < 0.01.

Subscale Usability. Outdoor workshop: (M = 5.19, SD = 1.33). Indoor workshop:
(M = 5.36, SD = 1.38) (Table 7).

Table 7. Questionnaire on User experience in Immersive Virtual Environments: usability subscale.

Questionnaire on User Experience in Immersive Virtual Environments: Usability Subscale

Item Outdoor Workshop
Score (1–10) (s.d.)

Indoor Workshop
Score (1–10) (s.d.)

1. “I thought the interaction devices (Oculus headset, gamepad, and/or keyboard)
was easy to use” 7.91 (2.28) 7.89 (2.21)

2. “I thought there was too much inconsistency in the virtual environment” 4.54 (2.29) 4.89 (2.61)
3. “I found the interaction devices (Oculus headset, gamepad, and/or keyboard)
very cumbersome to use” 3.11 (2.62) 3.31 (2.55)

Subscale Emotion. Outdoor workshop: (M = 4.37, SD = 1.29). Indoor workshop:
(M = 3.93, SD = 1.36) (Table 8).
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Table 8. Questionnaire on User experience in Immersive Virtual Environments: emotion subscale.

Questionnaire on User Experience in Immersive Virtual Environments: Emotion Subscale

Item Outdoor Workshop
Score (1–10) (s.d.)

Indoor Workshop
Score (1–10) (s.d.) t Value

1. “I enjoyed being in this virtual environment” 7.26 (1.69) 6.60 (2.26) 1.56
2. “I got tense in the virtual environment” 3.54 (2.59) 3.14 (2.93) 0.95
3. “It was so exciting that I could stay in the virtual environment
for hours” 3.31 (2.77) 3.31 (2.51) 0.00

4. “I enjoyed the experience so much that I feel energized” 4.40 (2.86) 3.74 (2.68) 1.61
5. “I felt nervous in the virtual environment” 3.00 (2.43) 3.11 (2.65) −0.26
6. “I got scared that I might do something wrong” 2.86 (2.46) 2.23 (1.80) 2.09 *
7. “I worried whether I was able to cope with all the instructions that
was given to me” 2.69 (2.07) 2.57 (1.94) 0.38

8 “I felt like distracting myself in order to reduce my anxiety” 3.80 (3.21) 3.57 (2.71) 0.79
9. “I found my mind wandering while I was in the
virtual environment” 4.54 (2.68) 3.66 (2.55) 1.73

10. “The interaction devices (Oculus headset, gamepad, and/or
keyboard) bored me to death” 3.40 (2.32) 3.40 (2.44) 0.00

11. “When my actions were going well, it gave me a rush” 5.71 (2.19) 4.80 (2.55) 1.98
12. “While using the interaction devices (Oculus headset, gamepad,
and/or keyboard), I felt like time was dragging” 5.83 (2.35) 4.57 (2.43) 2.81 **

13. “I enjoyed the challenge of learning the virtual reality interaction
devices (Oculus headset, gamepad, and/or keyboard) 6.23 (2.64) 5.43 (2.70) 1.65

14. “The virtual environment scared me since I do not fully
understand it” 2.51 (2.19) 2.77 (2.06) −0.59

15. “I enjoyed dealing with the interaction devices (Oculus headset,
gamepad, and/or keyboard)” 6.40 (2.39) 6.03 (2.73) 0.74

Note. * p < 0.05; ** p < 0.01.

Subscale Judgment. Outdoor workshop: (M = 6.92, SD = 1.07). Indoor workshop:
(M = 6.92, SD = 1.39) (Table 9).

Table 9. Questionnaire on User experience in Immersive Virtual Environments: judgment subscale.

Questionnaire on User Experience in Immersive Virtual Environments: Judgment Subscale

Item Outdoor Workshop
Score (1–10) (s.d.)

Indoor Workshop
Score (1–10) (s.d.)

1. “Personally, I would say the virtual environment is practical” 8.17 (1.64) 8.00 (1.97)
2. “Personally, I would say the virtual environment is clear (no confusing)” 8.43 (1.70) 8.06 (1.81)
3. “Personally, I would say the virtual environment is manageable” 8.26 (1.80 7.34 (2.09)
4. “I found that this virtual environment was original” 7.86 (2.20) 7.71 (2.02)
5. “I found that this virtual environment was lame/exciting” 6.63 (2.04) 6.86 (2.40)
6. “I found that this virtual environment was easy (1)/challenging (10)” 3.49 (2.80) 4.46 (2.70)
7. “I found this virtual environment amateurish (1)/professional (10)” 4.94 (2.22) 5.83 (2.13)
8 “I found this virtual environment gaudy (1)/classy (10)” 6.29 (1.51) 6.86 (1.96)
9. “I found this virtual environment unpresentable (1)/presentable (10” 7.40 (1.91) 7.54 (2.01)
10. “I found that this virtual environment is ugly (1)/beautiful (10)” 6.94 (1.97) 6.34 (2.22)
11. “I found that this virtual environment is disagreeable (1)/likeable (10)” 7.74 (1.80) 7.11 (1.97)
12. “I found that this virtual environment is discouraging (1)/motivating (10)” 6.91 (1.76) 6.94 (1.95)

Subscale Experience Consequence. Outdoor workshop: (M = 2.23, SD = 2.08). Indoor
workshop: (M = 2.14, SD = 2.05) (Table 10).
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Table 10. Questionnaire on User experience in Immersive Virtual Environments: experience conse-
quence subscale.

Questionnaire on User Experience in Immersive Virtual Environments: Experience Consequence Subscale

Item Outdoor Workshop
Score (1–10) (s.d.)

Indoor Workshop
Score (1–10) (s.d.)

1. “I suffered from fatigue during my interaction with the virtual environment” 2.37 (2.34) 2.29 (2.15)
2. “I suffered from headache during my interaction with the virtual environment” 2.34 (2.47) 2.29 (2.32)
3. “I suffered from eyestrain during my interaction with the virtual environment” 2.66 (2.63) 2.80 (2.75)
4. “I felt an increase of my salivation during my interaction with the
virtual environment” 2.29 (2.30) 2.14 (2.48)

5. “I felt an increase of my sweat during my interaction with the
virtual environment” 2.00 (2.14) 2.00 (2.17)

6. “I suffered from nausea during my interaction with the virtual environment” 2.14 (2.24) 1.89 (2.01)
7. “I suffered from ‘fullness of the head’ during my interaction with the
virtual environment” 2.26 (2.36) 2.09 (2.28)

8 “I suffered from dizziness with eye open during my interaction with the
virtual environment” 2.11 (2.30) 1.91 (2.09)

9. “I suffered from vertigo during my interaction with the virtual environment” 1.94 (2.00) 1.89 (2.14)

Subscale Technology Adoption: Outdoor workshop: (M = 6.87, SD = 1.00). Indoor
workshop: (M = 6.67, SD = 1.00) (Table 11).

Table 11. Questionnaire on User experience in Immersive Virtual Environments: technology adop-
tion subscale.

Questionnaire on User Experience in Immersive Virtual Environments: Technology Adoption Subscale

Item Outdoor Workshop
Score (1–10) (s.d.)

Indoor Workshop
Score (1–10) (s.d.)

1. “If I use again the same virtual environment, my interaction with the
environment would be clear and understandable for me” 8.26 (2.13) 8.14 (1.94)

2. “It would be easy for me to become skillful at using the virtual environment” 8.11 (2.14) 7.80 (2.11)
3. “Learning to operate the virtual environment would be easy for me” 8.40 (1.87) 7.86 (1.87)
4. “Using the interaction devices (Oculus headset, gamepad, and/or keyboard) is
a bad idea” 2.11 (1.69) 2.54 (1.92)

5. “The interaction devices (Oculus headset, gamepad, and/or keyboard) would
make work more interesting” 8.06 (2.35) 8.23 (2.10)

6. “I would like working with the interaction devices (Oculus headset, gamepad,
and/or keyboard)” 8.49 (2.36) 8.60 (1.61)

7. “I have the resources necessary to use the interaction devices (Oculus headset,
gamepad, and/or keyboard)” 6.49 (2.91) 5.80 (2.78)

8 “I have the knowledge necessary to use the interaction devices (Oculus headset,
gamepad, and/or keyboard)” 7.40 (2.26) 6.71 (2.32)

9. “The interaction devices (Oculus headset, gamepad, and/or keyboard) are not
compatible with other technologies I use” 4.49 (2.99) 4.37 (2.99)

5. Discussion

A paired samples t-test indicated that there was a significant difference in overall self-
reported user experience between the two workshops with participants reporting greater
levels of user experience in the outdoor workshop (M = 5.98, SD = 0.64) than the indoor
workshop (M = 5.58, SD = 0.80), t(34) = 3.70, p < 0.001, d = 0.63. The difference between the
two environments was statistically significant, but it was necessary to interpret the result,
not from a global perspective, but by analyzing the results of each subscale. In this way, the
conclusions will be less general and will make it possible to focus the perception of the user
in each environment with greater precision, by having results that analyze nine subscales
for each environment.
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A discussion of the results follows, focusing on those subscales in which statistically
significant differences have appeared. Analyzing by subscale, after the completion of the
two workshops, there were statistically significant differences in the presence, immersion,
flow and emotion subscales. No statically significant differences were found in engagement,
usability, judgment, experience consequence and technology adoption subscales.

Subscale Presence. The presence subscale assessed the user’s ‘sense of being there’
in the virtual environment. A paired samples t-test indicated that participants reported
higher levels of presence in the outdoor workshop (M = 7.86, SD = 1.08) than the indoor
workshop (M = 7.36, SD = 1.43), t(34) = 2.37, p < 0.03, d = 0.40. That is, the sense of being
there is greater in the virtual environment outside than inside.

Because there were overall differences on the sub-scale, item-level analyses were also
conducted. As shown in Table 3, participants gave significantly higher presence ratings
in the outdoor workshop compared to the indoor workshop on items 4, 5 and 7. That
is, the participants were able to actively inspect the outdoor environment better than the
indoor one (item 4), and were also able to examine objects up close (item 5), and moved
and interacted (item 7), better in the external environment than in the internal.

These items of the presence subscale are related to the user’s perception of movement
within the virtual environment, which users perceive by adjusting their perspective while
navigating. The results showed that the sensation of presence was greater in outdoor
environments than in indoor environments. In the indoor environment, the user encoun-
tered obstacles (doors, stairs . . . ) that made navigation somewhat difficult. In the outdoor
environment the movement occurs in an uninterrupted, more natural way. In this sense,
previous works already highlighted that, in virtual reality, the visual design is important but
it is also important that the user can move freely through the designed landscape [59,60].

Subscale Engagement. The engagement subscale assessed users’ “ . . . energy in ac-
tion, the connection between a person and its activity consisting of a behavioral, emotional,
and cognitive form.” A paired samples t-test indicated that there was no difference in
self-reported engagement between the outdoor (M = 7.75, SD = 1.39) and indoor workshops
(M = 7.34, SD = 1.97), t(34) = 1.40, p = 0.17, d = 0.24. Further, there were no differences
between the two workshops on any engagement subscale item (Table 4).

Subscale Immersion. The immersion subscale assessed users’ “ . . . illusion that the
virtual environment technology replaces the user’s sensory stimuli by the virtual sensory
stimuli.” In other words, the immersion component analyzes the extent to which VR
technology is capable of offering an inclusive, enveloping and vivid illusion of reality to the
user’s senses [84]. A paired samples t-test showed that participants reported higher levels
of immersion in the outdoor workshop (M = 5.62, SD = 1.97) than the indoor workshop
(M = 4.59, SD = 1.62), t(34) = 3,54, p < 0.001, d = 0.60. Because there were overall differences
on the sub-scale, item-level analyses were also conducted. As shown in Table 5, participants
gave significantly higher immersion ratings in the outdoor workshop compared to the
indoor workshop on items 1, 4, 6 and 7.

Items 1, 4 and 7 study the level of immersion from the point of being involved in
the virtual environment. Participants felt more immersed in the VR outdoor environment
than in the indoor virtual environment. The VR outdoor environment was a beach, and
the indoor was the interior of a building. That is to say, the exterior VR represented a
terrain, and the participants felt more immersed in the terrain than inside a building. Closed
environments tend to feel more labyrinthine. This is in line with what was stated previously
by Shin et al. [52], who studied the positive effect that the realistic 3D visualization of
terrains has on the user’s immersion in the virtual environment.

Studying the differences between the two workshops we observed the different light-
ing and textures of each of them, which are related with the degree of realism. A determin-
ing factor in the realistic effect of a virtual environment is lighting [57]. In the workshops
carried out in this research, the outdoor VR environment was a beach where the lighting
was sunlight (daylight), and the user could see shadows while navigating the environ-
ment. Also, in the mountains, shadows appeared due to the effect of the position of the
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sun. The indoor VR environment graphically represented the interior of a building and
the light was the one that entered through the windows. The shadows that occur in an
indoor environment do not help the perception of space as much as those that occur in an
outdoor environment. Recent studies have shown the positive influence of shadows on the
perception of space in desktop VR outdoor environments, as they guide the user within
that environment and help them perceive the space around them while navigating [44].
Users experienced a greater sense of immersion in an open space, which is consistent with
findings by Hegazy, Tasufuku and Abe [85], who found greater user acceptance of VR
in areas with ample daylight. Another difference between the two workshops was the
textures. The textures of the materials that appeared in outdoor VR were water, beach sand
and mountains. On the other hand, in indoor VR, the textures of the walls, stairs, etc. were
flat colors and there were no textures. In this field, in recent research, the impacts of VR
in spatial design decisions were studied from the point of view of the immersion of the
user [70]. They concluded that the presence of textures impacted on spatial perceptions
and, also, on spatial design decisions.

In item 6 “I got scared by something happening in the virtual environment” there
was a significant difference between the two environments. This is because in the outdoor
VR environment, as described above, there was a policeman chasing the user, and in the
indoor one there was not. This may have generated this difference with such a high level of
significance (p < 0.001), having scared the participant at some point. In this sense, given the
level of immersion generated by VR technology, it is necessary to carry out studies on the
impact on the user’s health [30–32]. In addition to dizziness, in this case, for example, the
user can suddenly be frightened by seeing a policeman always chasing her or him.

Subscale Flow. The flow subscale assessed users’ feelings of “a pleasant psychological
state of sense of control, fun and joy” when interacting with the virtual environment. A
paired samples t-test indicated that participants reported higher levels of flow in the
outdoor workshop (M = 6.37, SD = 1.24) than the indoor workshop (M = 5.54, SD = 1.50),
t(34) = 3.78, p < 0.001, d = 0.64. Because there were overall differences on the sub-scale, item-
level analyses were also conducted. As shown in Table 6, participants gave significantly
higher flow ratings in the outdoor workshop compared to the indoor workshop on items 2,
3, 4, 6, 8, 10 and 11.

Recent studies on VR have highlighted the importance of knowing what produces
flow experience and how it can be amplified [35]. Students reported higher levels of flow in
the outdoor workshop than the indoor workshop. Based on these results, the participants
felt a greater sense of control, fun and joy in the outdoor than in an indoor VR environment.
Movement during navigation in outdoor VR was more fluid. As we have previously
commented, navigating in the outdoor environment was more natural than in the indoor
environment, since the participants did not run into obstacles such as walls, doors or
furniture. Again, it is necessary to highlight what was stated by [59,60] on the importance
of movement within the virtual environment. The more similar the navigation in a virtual
environment is to real movement (as happened in the outdoor VR environment), the greater
the sensation of flow will be.

Subscale Usability. The usability subscale assessed participants’ feeling of ease of
learning (learnability and memorizing) and the ease of using (efficiency, effectiveness and
satisfaction) the virtual environment. A paired samples t-test indicated that there was no
difference in self-reported usability between the outdoor (M = 5.19, SD = 1.33) and indoor
workshops (M = 5.36, SD = 1.38), t(34) = 0.56, p = 0.58, d = −0.09. Further, there were no
differences between the two workshops on any usability subscale item (Table 7).

Subscale Emotion. The emotion subscale assessed participants feelings (of joy, plea-
sure, satisfaction, frustration, disappointment, anxiety, etc.) in the virtual environment. A
paired samples t-test indicated that participants reported higher levels of emotion in the
outdoor workshop (M = 4.37, SD = 1.29) than the indoor workshop (M = 3.93, SD = 1.36),
t(34) = 2.84, p < 0.01, d = 0.48. Because there were overall differences on the sub-scale, item-
level analyses were also conducted. As shown in Table 8, participants gave significantly
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higher emotion ratings in the outdoor workshop compared to the indoor workshop on
items 6 and 12.

In this subscale they only found significant differences in two of the 15 items that
comprise it. In item 6 (6. “I got scared that I might do something wrong”), the result
is like item 6 of the engagement subscale (“I got scared by something happening in the
virtual environment”), where there were statistically significant differences as well. The
two items are very similar and there is a higher score in both cases in the outdoor VR
environment than in the indoor VR environment, in which we remember that there was a
policeman always following the participant’s movements. On the other hand, it seems that
the participants’ perception of the passage of time is that it was slower in the outdoor VR
environment than in the indoor VR environment.

Subscale Judgment. The judgment subscale assessed participants’ overall judgment
of the experience in the virtual environment. A paired samples t-test indicated that there
was no difference in self-reported judgment between the outdoor (M = 6.92, SD = 1.07) and
indoor workshops (M = 6.92, SD = 1.39), t(34) = 0.00, ns (Table 9).

Subscale Experience Consequence. The experience consequence subscale assessed
the level to which participants experienced symptoms (e.g., “simulator sickness”, stress,
dizziness, headache, etc.) while in the virtual environment. A paired samples t-test
indicated that there was no difference in self-reported experience consequences between
the outdoor (M = 2.23, SD = 2.08) and indoor workshops (M = 2.14, SD = 2.05), t(34) = 0.69,
p = 0.49, d = 0.11. Further, there were no differences between the two workshops on any
experience consequence subscale item (Table 10).

Subscale Technology Adoption: The technology adoption subscale assessed par-
ticipants’ actions and decisions regarding future use or the intention to use the virtual
environment. A paired samples t-test indicated that there was no difference in self-reported
technology adoption intentions between the outdoor (M = 6.87, SD = 1.00) and indoor work-
shops (M = 6.67, SD = 1.00), t(34) = 1.22, p = 0.23, d = 0.21. Further, there were no differences
between the two workshops on any technology adoption subscale item (Table 11).

6. Conclusions

A total of 35 first-year students of an engineering degree program from La Laguna
University carried out two workshops using two desktop VR environments. The first
one was an outdoor environment located on a beach, in Las Teresitas beach, in Santa
Cruz de Tenerife. The second one was an interior architectural environment, the Building
Engineering Faculty of the University of La Laguna. In each workshop, the participants
performed navigation tasks in each of the environments. Navigation tasks are among the
most common tasks in the design and project fields. The perception of the students during
navigation in each VR desktop environment (indoor and outdoor) was measured with the
User eXperience in Immersive Virtual Environments (QUXiVE) [45,46].

A paired samples t-test showed that there was a significant difference in overall self-
reported user experience between the two workshops with participants reporting greater
levels of user experience in the outdoor workshop than the indoor workshop. That is to
say, the perception of the environment during navigation was higher in open desktop VR
environments than in closed ones. To further interpret this result, it has been studied in
which of the nine subscales of the User eXperience in Immersive Virtual Environments
(QUXiVE) statistically significant differences were found. Differences have been found in
the presence, immersion, flow and emotion subscales. In these subscales, in the workshops
carried out in this research, there were significantly higher scores in open VR environments
than in indoor ones.

Regarding the presence subscale (user’s perception of movement within the virtual
environment, which users perceive by adjusting their perspective while navigating), the
smoother the navigation within the VR environment, the better a sense of presence is
generated. The existence of obstacles limits the freedom of movement, and this causes a
lesser sense of presence. Open environments (landscape environments) therefore offer a
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greater sense of presence. Closed environments (such as the interior of a building), due to
their very nature, have numerous obstacles (stairs, partitions, doors) that make navigation
somewhat difficult and, therefore, diminish the sensation of presence. A more fluid and
natural navigation within the virtual environment also generates positive effects on the
flow component.

The feeling of immersion is a determining factor when it comes to virtual environments.
Previous research has shown the positive immersive effect of open environments (terrains,
landscapes) are greater than in closed environments [52]. Factors such as lighting play
an important role in navigation tasks within the environment. In outdoor environments,
lighting (daylight) generates shadows, which help in space perception and orientation
tasks within the VR environment during navigation [44], which facilitates and increases the
perception of immersion. In closed environments, light does not have such a fundamental
role for navigation within the environment.

The scores obtained within the immersion subscale on the generation of anguish, fright
or fear in the user was low (below 4 on the 1–10 Likert scale in both workshops). But within
this low score, in one of the workshops carried out the results showed that this happened
more than in the other, since something that happened in the VR environment scared the
users. Something similar occurred in the emotion subscale, since the participants responded
in the same way to two items related to the feeling of fear within the virtual environment.
There are also other factors related to the health of the user of virtual environments, such as
dizziness, caused by the sensation of immersion. It is necessary, as future work, to deepen
the study of immersion in VR environments to minimize the possible harmful effects that it
could cause.

Once this comparative study has been completed, the question arises as to what would
have happened in high-immersive VR indoor and outdoor environments. In the present
research, the reason for choosing a desktop VR environment was to avoid the risk of
possible contagion when sharing virtual reality glasses during the Covid19 pandemic, since
these workshops were held in the beginning of the 2021–2022 academic year. Although,
in the initial phases of a landscape project, the use of VR desktop environments is more
frequent than high-immersive environments, to visualize the impact of a landscape project
it may be more suitable to use the latter. In these high-immersive VR systems, the use
of head mounted displays can be combined with auditory and tactile sensations. In this
way, the user can interact with the system using a joystick, hand-held sensors, gloves or
a bodysuit. It would be interesting to know the user response using high-immersive VR
systems comparing indoor and outdoor environments.

In summary, according with our research, the following findings from this work may
help to design indoor and outdoor environments to improve the user experience:

• Greater levels of user experience were reported in the outdoor workshop than the
indoor workshop.

• The differences were found in the presence, immersion, flow and emotion subscales.
In these subscales, there were significantly higher scores in open VR environments
than in indoor ones.

• Regarding the presence subscale, the existence of obstacles limits the freedom of
movement and this causes a lesser sense of presence.

• A more fluid and natural navigation within the virtual environment also generates
positive effects on the flow component.

• Regarding immersion, in closed environments, light does not have such a fundamental
role for navigation within the environment.

• It is necessary to study the impact on the user’s health (dizziness, fear . . . ) working
with VR technology

• Even though the results obtained with both desktop VR environments are higher than
5 (Likert 1–10), it would be interesting to know the user response using high-immersive
VR systems.



Land 2023, 12, 376 20 of 23

Author Contributions: Conceptualization, C.C.-C. and J.L.S.; methodology, C.C.-C., A.J.J. and J.L.S.;
software, J.L.S.; validation, J.L.S., D.M.D. and A.J.J.; formal analysis, A.J.J.; investigation, C.C.-
C., D.M.D. and J.L.S.; resources, J.L.S.; data curation, C.C.-C., D.M.D., A.J.J. and J.L.S.; writing—
original draft preparation, C.C.-C., D.M.D. and J.L.S.; writing—review and editing, C.C.-C. and J.L.S.;
visualization, D.M.D. and J.L.S.; supervision, C.C.-C. and A.J.J.; project administration, J.L.S.; funding
acquisition, J.L.S. All authors have read and agreed to the published version of the manuscript.

Funding: This research was partially funded by the 2020-1-ES01-KA203-082244 Project (Extended
reality in biomedical settings) belonging to the European Erasmus + program.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Xie, H.; Wei, L.; Li, P. Application of Computer Virtual Reality Technology in Design. J. Phys. Conf. Ser. 2020, 1575, 012123.

[CrossRef]
2. Motloch, J.L. Introduction to Landscape Design; John Wiley & Sons: Hoboken, NJ, USA, 2000.
3. Liu, M.; Nijhuis, S. Mapping landscape spaces: Methods for understanding spatial-visual characteristics in landscape design.

Environ. Impact Assess. Rev. 2020, 82, 106376. [CrossRef]
4. Kara, B. Landscape design and cognitive psychology. Procedia-Soc. Behav. Sci. 2013, 82, 288–291. [CrossRef]
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