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Abstract: Rural–urban immigration, regional wars, refugees, and natural disasters all bring to
prominence the importance of studying urban growth. Increased urban growth rates are becoming
a global phenomenon creating stress on agricultural land, spreading pollution, accelerating global
warming, and increasing water run-off, which adds exponentially to pressure on natural resources
and impacts climate change. Based on the integration of machine learning (ML) and geographic
information system (GIS), we employed a framework to delineate future urban boundaries for future
expansion and urban agglomerations. We developed it based on a Time Delay Neural Network
(TDNN) that depends on equal time intervals of urban growth. Such an approach is used for
the first time in urban growth as a predictive tool and is coupled with Land Suitability Analysis,
which incorporates both qualitative and quantitative data to propose evaluated urban growth in
the Greater Irbid Municipality, Jordan. The results show the recommended future spatial expansion
and proposed results for the year 2025. The results show that urban growth is more prevalent in
the eastern, northern, and southern areas and less in the west. The urban growth boundary map
illustrates that the continuation of urban growth in these areas will slowly further encroach upon
and diminish agricultural land. By means of suitability analysis, the results showed that 51% of
the region is unsuitable for growth, 43% is moderately suitable and only 6% is suitable for growth.
Based on TDNN methodology, which is an ML framework that is dependent on the growth of urban
boundaries, we can track and predict the trend of urban spatial expansion and thus develop policies
for protecting ecological and agricultural lands and optimizing and directing urban growth.

Keywords: machine learning; Artificial Neural Network (ANN); GIS; urban growth; land suitability
analysis; Time Delay Neural Network (TDNN)

1. Introduction

The urbanization process means transforming rural society into an urban one accom-
panied by changes in the landscape. However, urban expansion denotes transforming
vacant land or natural environment to constructed urban fabrics including residential,
industrial and infrastructure development [1].

In the year 1800 CE, the global urban population was about 3%; however, in the 1950s,
this had increased to 30%, while studies in the 2000s indicated that more than 47% of the
world’s population was living in urban areas [2]. Based on both World Bank statistics for
2015 and the United Nations 2014 revision, the urban population now constitutes about
53.857% of the global population. In the study area of Jordan, the urban population reached
83% in 2014, which is an alarming percentage [3]. Estimates for 2050 indicate a further 12%
increase in urban population globally, with Jordan specifically facing a 6% increase. More
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developed regions are no exception, with the urban population expected to reach 89% by
2050 in Jordan [3].

Understanding the urbanization process is no easy task, since it has evolved over the
years as a result of a complex network of changes in human behavior or land use policy
in addition to societal pressures and activities in cities making difficult any measured
urban development, such as the effects of ethnicity, religion, culture, and lifestyle on spatial
growth in urban areas [4].

Some countries were aware of the urban growth early in the 20th century. For example,
the UK introduced laws that, if implemented, would ensure a greenbelt policy is followed
to control sprawling [5]. More studies in America and China referred to it as an urban
development boundary (UDB) providing guidelines for the decision-makers to control
and plan urban boundaries [6]. The urban growth boundary (UGB) became the focus of
many studies especially the ones using artificial intelligence [7]. Some studies refer the
expansion to the growth in economic urban activities, while others consider it the main
result of population growth [8]. Regardless of the reasons, the negative consequence is the
encroachment of agricultural and ecological land usage, culminating in urban sprawl [9].
The outstanding growth in relation to the demand for expansion made it necessary to
plan for future growth, and models such as Future Land Use Model (FLUS), Markov,
Patch-generating Land Use Simulation (PLUS) and Artificial Neural Network (ANN) are
employed to predict Land Use Land Cover (LULC) change [7,9–11]. Some Remote Sensing
(RS) research offers essential information on LULC change in connection to Land Surface
Temperature (LST) that is valuable for predicting changes that may impact climate change
and assist policymakers in developing effective land resource management plans [12,13].

Over the years, urban growth models have proven to be effective in describing and
predicting urban development, providing sufficient information to help planners make
informed decisions about urban planning. An Artificial Neural Network (ANN) is used
to find the urban growth boundary and is increasingly used in many fields because of
its powerful attributes and software flexibility, especially since urban growth is highly
non-linear through time [7,14].

Tayyebi et al. [7] used ANN for a comprehensive study of Tehran, Iran, to predict
growth boundaries to limit urban expansion, upgrade urban services, ensure landscape
maintenance, and aid environmental protection. Planners employed neural networks,
remote sensing systems models, and geographic information systems to predict future
urban growth boundaries for 2012 given a set of variables such as roads, slopes, green
spaces, service stations, elevation, aspect, and built areas.

Another study in Iran [15] utilized ANN to study changes in land use in previous
years in the city of Kermanshah and to predict future changes. In addition to data for
the past 19 years, satellite images were used for each of the years 1987, 2000, and 2006.
ANN and the Markov model were used to predict land use for the next 19 years, from
2006 to 2025. Others developed a methodology for delineating an urban development
boundary based on the Minimum Cumulative Resistance (MCR) model and CA-Markov
model [16,17]. Aithani et al. [18] generated urban growth zonation maps using feedforward
ANN for Dehradun city. However, Al-Kheder in [19] utilized a fuzzy logic-based intelligent
system to model urban growth using satellite images.

Suitability analysis can be defined as a model used to select a suitable spatial site
to perform a particular function; it is one of the most important functions of geographic
information systems (GIS), assisting in the choice of the site by applying specific parameters
in making the selection, which describes the study area landmarks (terrain, road network,
etc.), thus contributing the data required for spatial site suitability analysis. Some studies
coupled GIS with genetic algorithms to optimize specific land uses based on demand and
allocation criteria [20].

The present research focuses on suitability analysis to investigate and determine the
optimum sites for urban growth of the city of Irbid, following input of the required data.
GIS tools can identify and calculate the weights of the urban growth factors based on
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their importance, wherein lies the main challenge to achieving the appropriate analysis, in
determining the relative weights.

In the available literature, studies have made use of the suitability analysis tool to deter-
mine sites best suited for population expansion and urban growth [21,22]; for determining
the most suitable areas for rangelands [23]; and for determining the suitability trends for
settlement [24]. In all of these studies, researchers used a wide range of factors depend-
ing on the nature of the study area and the elements influencing growth [19,25,26]. The
determination of urban growth-dependent factors is based on choosing the most suitable
direction, including physical factors (slope, elevation), environmental and topographical
factors (such as agricultural land, valleys), accessibility factors (distance from main streets),
as well as consideration of economic and social factors.

The study by Berry et al. [27] used suitability analysis to focus on increasing sea levels
as a result of global climate change. Suitability analysis was based on the map overlay,
with the integration of sea level rise expectations based on several factors: elevation, slope,
distance to coast, rock type, land cover, and sea level rise.

Raddad in [28] conducted a study that employed suitability analysis to evaluate
the most feasible places for development in the southeast Jerusalem region. Built-up ar-
eas, geopolitical categorization, agricultural land, the separation wall, settlement areas,
highways, terrain, heritage, and water sensitivity zones were identified as the primary de-
terminants influencing urban growth. He utilized Arc GIS processing modules to generate
final suitability maps based on these variables. This study, however, reveals an anomaly in
the spatial dimension of population distribution in Irbid, where expansion is taking place
at the cost of agricultural land.

One of the main causes of this fast-growing urban expansion is the increasing number
of refugees that immigrate to Jordan from neighboring countries suffering war and turmoil.
They are mostly concentrated in GIM due to its location in the north of Jordan. Jordan
refugee statistics for 2021 were 3,047,612.00 granted asylum, making up a percentage of
33.6% of the local residents [29]. Another cause of urban expansion is the local authority’s
decision to subdivide agricultural lands in the 2000s in Irbid and change the use to resi-
dential and services to absorb the increased number of refugees and locals returning home
following the Iraq war. Another recent wave of refugees followed the Syrian war from 2011
onward. This has caused far more expansion than is needed in the next 50 years. This could
not have happened without the Cities, Villages, and Buildings Planning Law No. 79 of 1966,
which established zoning plans (Al-Tantheem) by the Ministry of Municipalities and Towns.
This usually refers to zones on a municipal zoning map that are changed on a regular
basis. The Al-Taqseem Law of 1968 established subdivision plans (Al-Taqseem), which are
implemented per basin. Unfortunately, zoning is not a requirement for permission, and
Al-Taqseem can be used in both zoning-enforced and unzoned regions [30]. Therefore,
choosing Irbid to implement this AI methodology will be a beneficial task to develop and
provide service to this municipality in particular.

The primary objective of this study is to increase and broaden our understanding of
spatial urban growth extent. It focuses on anticipating urban expansion so that strategies for
land preservation and land use modification may be developed. The framework integrates
machine learning (ML), geographic information systems (GIS), and image analysis for this
purpose. The framework suggested is based on a Time Delay Neural Network (TDNN)
that is dependent on equal time intervals of urban growth. In addition, it takes into account
characteristics that influence land use change, such as soil fertility, the location of town and
city centers, built-up areas, streams, and slopes. The ML-based prediction model is paired
with Land Suitability Analysis, which includes both qualitative and quantitative data, in
order to suggest analyzed urban expansion in the Greater Irbid Municipality, Jordan.

This paper is organized as follows: Section 2 covers the method, Section 3 illustrates
and explains the prediction results and the suitability analysis, Sections 4 and 5 present the
discussion and conclusions.
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2. Methodology

Artificial neural networks (ANN) resemble the brain in two ways. 1—The network ac-
quires knowledge from its surroundings via a learning process. 2—The strength of interneu-
ron connections, termed “synaptic weights”, is employed to store gained information [31].
ANN is composed of several layers, an input layer, one or more hidden layers and an
output layer [7]. The training is achieved by exposing the network to examples of similar
problems, and the network adapts itself (learns). After sufficient training, the neural net-
work can model the problem data to the solutions, and it is then able to offer a solution to
the problem [32]. During the training, the network predicts output and compares it with
the correct available answer; if there is an output error, it works to modify the weights (w)
of the links of each layer of the network and reprocesses the output. Time Delay Neural
Network (TDNN) is among the ANNs. The TDNN consists of the lapped time delay with
focused memory structure in the input layer of the network [33], where equal time intervals
may be used as input data. Up to now, this network has not been used in urban growth
forecasting, and it is worth investigating, especially where the data corresponded with
equal intervals.

TDNN is a non-linear predictor that can train networks faster and easier with the least
prediction errors [34]. This is completed based on the tapped delay line with a focused
memory structure in the input layer of the network [33]. The more training it receives, the
more accurate it can be.

As previously mentioned, this research aims to predict the boundary of the city of
Irbid in 2025 by using TDNN and determining the best places for future urban growth of
the city of Irbid based on selected criteria, namely: slope, soil fertility, streams, built-up area,
and distance from the city center. The (TDNN), like other neural networks, consists of three
layers: an input layer, an output layer and middle hidden layers. It relies on data input for
specified time periods. In this research, the time period is optimized to be 10 years between
the first and the second input; the Matlab software toolbox is utilized to implement and
train the TDNN for prediction.

To predict the extent of urban growth in 2025 using (TDNN), training data were
extracted from maps obtained from the Irbid municipality, as shown in Figure 1. The base
of the analysis was Irbid Tal at the city center, which represents the kernel for the historical
urban growth of the city. The growth maps from the center in each phase were used as
input layers in the TDNN. Maps for the suitability analysis layers were created in GIS and
other related software. The use of the TDNN allowed for working on a two-dimensional
time series: one dimension is the time, while the other is the angle. In other words, the
network would build its prediction based on an awareness of the growth radiuses (ρ) of all
the angles (θ) rather than one angle only starting from the city center. The growth radius is
transformed into the percentage of growth by dividing the new radius over the older one
each time as follows:

Gr =
ρc

ρp
(1)

where Gr is the growth percentage, ρc is the current radius, and ρp is the previous radius.
In this series, each radius is normalized relative to the previous one, where if we had the
value 2 for example, this meant that the current radius was twice the previous one. The
values ranged between 1 and 6.9. The average in most years was about 1.98. The TDNN
used in this work was a two-step time delay, which meant that the network takes the last
two consequent radiuses and predicted the third one, as shown in Figure 2.
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To achieve the objectives of the TDNN network in providing the optimized in-
put/output relationship for the predicted growth percentage Gi+1, the output layer collects
the weighted inputs from the last hidden layer, and each hidden layer collects the weighted
output from the previous layer until the first hidden layer, which collects the weighted
inputs to the network as in Equations (2) and (3) [36].

Gi+1 = Fo(∑h
0 who Ah + bo) (2)

Ah = Fh(w1hGi−1 + wjhGi + bh) (3)

where Gi+1 is the growth percentage predicted by the network, Fo is the activation function
of the neuron in the output layer, Fh is the activation function of the neuron in the hidden
layer, w is the weight for the link to be optimized during training between the neurons,
and bo and bh are the neuron bias for the output and hidden layers, respectively. Ah is the
collected output from the hidden layer, h is the number of neurons in the hidden layer, and
the number of inputs of the network is j. To reach the optimal weight during the training
process, the backpropagation training approach is utilized, which is considered among
the most popular approaches for multilayer NN weight optimization [36]. The objective
function is to minimize the Mean Square Error (MSE) [37] between the terms of the actual
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2D input series of the training data (Ga) and the equivalent estimation of the network (Ge)
as in Equations (4) and (5) [36,38].

MSE =
1
m ∑m

x=1 e2(x) (4)

e = Ga − Ge (5)

where e is the error, and m is the length of the series for each angle in the training data.
Following the usage of neural networks in the prediction of the boundary of the city

for 2025 (Figure 3), suitability analysis was performed to determine the most suitable areas
for urban growth based on several criteria (topographical maps, soil fertility maps, distance
from the city center, built-up areas, and maps indicating streams). Maps are created using
GIS software (Figure 4).
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Streams are important determinants that must be considered in order to preserve
ecological corridors [28]. Distance from the major urban center and town agglomeration;
closeness to services; level of city compactness; and physical limits to urban sprawl were
all mentioned by [39,40]. Due to the importance of these factors, towns with a population
of more than 11,000 people, based on Jordan’s Department of Statistics report in 2015, were
adopted as towns with urban centers (Table 1).

Table 1. Towns for which urban centers have been adopted in the suitability analysis [41].

Towns Population Numbers Towns Population Numbers

Alhusun 37,141 Beit ras 18,019

Alsareeh 19,227 Hawara 12,801

Iydun 18,592 Bushra 11,377

Additionally, slope is one of the most important factors affecting planning and the
direction of urbanization. Steep slopes are considered unsuitable for urban expansion
because planning and construction are very expensive in these areas. Therefore, areas
with a gradient of up to about 10% are suitable for residential development [28,42,43].
The increase in the urban built-up area makes it imperative to include this as a factor to
encourage urban growth in vacant land [24]. Areas rich with fertile soil and agricultural
land are worth protection and preservation [24]. After considering the previous literature
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and the considered variable weights, this research classified the variables and discussed
each one based on the requirement of the place as well (Table 2).
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Table 2. Criteria classes and weighting.

Criteria Classes References Weight Weight Range Note

Slope (degree)

0–10%

10.1–20%

20.1–30%
>30%

[24]
[44]
[43]

[28]

0.22

0.3

0.22
0.04

0.195

The slope factor in this research
was given a weight based on the
rate of the weight for the same

factor in similar research. So, the
weight = 0.19



Land 2023, 12, 214 8 of 19

Table 2. Cont.

Criteria Classes References Weight Weight Range Note

Distance from the main
urban center and town

agglomeration

Main urban center
0–2000 m
2000–3000
3000–4000

Town center
0–500 m

500–1000 m
1000–1500 m

[39]

[40]

0.22

0.26

0.24

Due to the population density of
many towns in the study area, the
urban center of the towns with a
population of more than 11,000
was taken into consideration,

including Huwwara, Al-Sareeh,
Bushra, Idun, Beit-ras, and

Al-Huson. To keep the towns and
cities compact and prevent urban

sprawl, the weight = 0.25

Streams (m)
Buffering the water
course with 40 m on

either side of the
center line.

0–40 m

>40

[28]

[45]

0.04

0.11

0.07

The study area is interspersed
with many streams that have

negative effects, especially
flooding in the winter, so the
weight = 0.11 based on [45].

Soil fertility

Fertile
Moderate

Low

[40]

[22]

0.09

0.21

0.15

This factor was given the highest
weight since the study area is rich
in fertile soil and agricultural land

and is being engulfed by urban
growth. This is one of the most
important factors that should

control the future growth process
so the weight = 0.3

Built-up area

Built-up

Vacant land

[24]

[45]
[43]

0.13

0.15
0.12

0.133

The built-up area factor gained a
weight of 0.15 based on [45].

The aim was to move away from
the built-up area as it constituted

an obstacle to growth

3. Results
3.1. Phases of Urban Expansion

The map of urban expansion of the Greater Irbid Municipality (GIM) is analyzed
by separating each phase of the expansion using GIS tools (Figure 5 [46]). Earlier stages
(1924–2001) were excerpted from GIM. Earth Explorer is the source for checking the later
stages for specific years. We adopted and digitized the years 2005, 2010, and 2015.

The growth radius (ρ) was collected from the city center (Tal Irbid) to the boundary of
each stage at a succession of equal angles (θ). This research experimented with a succession
of 5 degree angles constituting a sum of 72 wedges, as shown in Figure 6.

The TDNN is adopted for the prediction process in the following years: (1955, 1965,
1975, 1985, 1995, 2005, and 2015). However, as a result of emigration in 1967, the population
density increased, and urban expansion increased rapidly. There was a large difference
between urban expansion in 1965 and 1975, which created illogical TDNN results. To
eliminate the sudden jump, another experiment was performed by taking the years (1975,
1985, 1995, 2005 and 2015) as shown in Figure 7. Before the prediction process, the network
was trained on the years 1975, 1985, 1995, and 2005 to predict 2015. However, in order
for the data to be suitable for prediction, the growth radius was transformed into the
percentage of growth by dividing the new radius over the older one each time, as in
Equation (1). The average in most years was about 1.98. However, noticeably, in 1995–2005,
larger values were registered, which was possibly because of the increased immigration to
Jordan in this period due to the regional turmoil and instabilities in neighboring countries.
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The general shape of the neural network and its components is shown in Figure 8; the
number of inputs is 72 and the number of outputs is 72, which is equivalent to (360/5 = 72).
Several iterations were made to reach the optimum network with the least error value
starting from different random initial weights; 70% of the data was used for training. Finally,
the network that had the least error consisted of two hidden layers; the first hidden layer
consisted of five neurons and the second consisted of 71 neurons with the minimum MSE
as shown in Figure 9.
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Another measure of how well the neural network has fit the data was the regression
plot as shown in Figure 10. The regression plot illustrated the plot of the expected output
based on associated target values. If the network had learned to fit the data well, the
linear fit to this output–target relationship should closely intersect with the bottom-left and
top-right corners of the plot [47].
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Figure 11 illustrates a third measure of how well the neural network has fit data; the
error histogram plot showed how the error sizes were distributed. Typically, most errors
were near zero, with very few errors far from that. The value at the bottom of the blue
rectangle is the error value. The value on the vertical axis is the number of times this error
value appeared among the data.
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For presentation purposes, GIS was used to illustrate the existing and predicted maps.
Each radius was drawn with an angle above the layer of 2015, as shown in Figure 12. As it
is noticed, the results indicated that urban expansion was more prevalent in the eastern,
northern, and southern areas and less in the west due to the presence of some valleys in
this area.
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Additionally, the urban growth boundary map illustrated that the continuation of
urban growth in these areas will further impinge upon and diminish agricultural land,
especially in the southern and eastern regions [48,49]. Unless prevented by urban devel-
opment policies with firm and timely interventions of the concerned authorities, urban
growth will continue to invade agricultural land.

3.2. Suitability Analysis

After obtaining the prediction map, the suitability analysis phase begins. Each variable
is classified in a separate map (urban buffer, built-up area, soil fertility, streams, and slope)
(Figure 13). The maps were reclassified and given weights depending on their importance
and impact and depending on previous literature (Table 3). A multi-criteria analysis was
made to create suitability maps by combining factors and weighting them. The resulting
map was classified into three classes, namely: low suitability, moderate suitability, and
high suitability for urban expansion (Figure 14).

Table 3. Criteria reclassification and weighting.

Criteria Classes Reclassified Weight

Slope (degree)

0–10%
10.1–20%
20.1–30%

More than 30%

4 (the best slope for growth)
3
2

0 (building restricted and challenging)

0.19

Distance from the main
urban center and

town agglomeration

Main urban center
0–2000 m
2000–3000
3000–4000

>4000

Town center
0–500 m
500–1000

1000–1500
>1500

4 (the best for growth)
3
1
0

4
3
1
0

0.25
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Table 3. Cont.

Criteria Classes Reclassified Weight

Streams (m)
Buffering the water
course with 40 m on

either side of the
center line.

0–40 m
More than 40

0
4 0.11

Soil fertility
Fertile

Moderate
Low

0
2
4

0.30

Built-up area Built up
Vacant land

0
4 0.15
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3.3. Juxtaposing the Suitability Analysis and the TDNN Map

Factors with higher weights (white color) were a major influence to make the region
suitable for growth. The results indicated that many of the areas suitable for urban growth
are located around urban centers (Figure 14). Therefore, we recommend that the city
grows vertically and fill the vacant city parcels with more development. This will create a
more compact urban fabric while preserving agricultural lands. Most of the areas located
between 52 degrees and 120 degrees (2 and 1) and 282 degrees and 300 degrees (4 and 3)
had a medium suitability (Figure 15). They grow from the city center toward the north or
south in general. The eastern areas are more suited for agricultural land because of the
soil fertility and their nature as plains. This answers the research question concerning the
preferred direction of urban growth and land suitability for urban growth.
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Figure 15. The result of suitability analysis overly and TDNN prediction for 2025. Line color
representation: blue is the expected urban growth extent, yellow are the lines delimiting the preferred
angle of growth between the arrows 1&2 and 3&4. Delimited angles between 2&3 and 1&4 define the
unwanted growth direction avoiding fertile soils (117◦) and rugged terrains (142◦) respectively.

4. Discussion

If we want to be governed by this predictive study and maintain more resilient urban
growth, we must create policies to control the urban edge, the permissible areas of growth,
and the tolerable densities. We must think of re-zoning the city and nominate the types
of buildings that suit the multi-cultural melting pot we are experiencing in this part of
the world. As it seems, there will be more people to settle in secured urban areas, and we
must be prepared to handle forecasts. We must think of our future and long-term interests
in growing our foods in the places most suited for that and in the places that have the
ability to grow abundant amounts of basic foods to create food security. With the United
Nation’s sustainable development goals (SDGs), this issue has an enormous importance
for the coming generations: in particular, Zero Hunger (SDG 2), Sustainable Cities and
Communities (SDG 11), Climate Action (SDG 13), and Life on Land (SDG 15) [50].

If we continue conducting business as usual, we will end up with overly expanded
metropolitan areas, unaffordable infrastructures, the loss of agricultural lands, and most
probably, loss of identity. There is an opportunity to develop a better organized spatial
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strategy that considers both the scope and capacity of urban growth as well as the need
for urban green spaces to accommodate expanding populations. This is an opportunity to
preserve ecological corridors, renovate heritage buildings, and organize land uses.

It is in our interest to encourage people to live in their home towns and prevent rural
urban migration, which is another cause of this outstanding urban growth. Since most
people tend to have daily commutes to obtain services at their urban centers, it is wise
to serve them in their hometowns and prevent excessive commuting and the tendency
to immigrate to urban areas to fulfill consumption aspirations. A study concentrating on
the rural–urban relationship in the north of Jordan revealed that the commutes were not
based on obtained jobs at the urban center but rather in search of attractive and necessary
services [51]. Therefore, most of this sprawling is not essential. If we are discussing policies,
we also have to consider providing services especially entertainment and shopping in
addition to job opportunities at key rural locations to prevent the rural–urban migration
and the fast-growing urban areas.

This study demonstrated how the TDNN predictive tool, coupled with suitability
analysis, can predict and weigh urban growth. This is similar to other methods but with
more precise outputs as a result of the self-learning tool and the suitability analysis. The
machine learning tools allow self-correction and adaptation to change. The more it learns,
the more precise the prediction. When such tools are accessible to decision makers, they
can modify and study growth and manage city requirements with great precision. Giving
building permits, preparing infrastructures, proposing services, and many other land uses
will be made easier for them. With such predictive tools that are able to learn and evolve
every day, we can also plan for resource management to lead a more resilient growth.

5. Conclusions

The purpose of this research is to predict the boundary of urban growth in GIM in 2025
by using ANN as a model, specifically TDNN to support the planning process and help
decision-makers see the future status of the city. This was expected to aid them in the future
expansion of the city and prepare for greater sustainability in the foreseeable future. The
research is based on the analysis of the urban expansion map throughout history, using the
resulting data from the analysis as input for TDNN, and by employing suitability analysis
of the resulting expected growth. Results indicated that urban growth will be significantly
southward, with little northward and eastward, and very limited westward. The results
showed that 51% of the region is unsuitable for growth, 43% is moderately suitable and
only 6% is suitable for growth. The ML model is very useful in determining the future of
the city based on learning from previous spatial urban growth.

We note from the analysis that the eastern and southeastern areas are generally unsuit-
able for urban growth due to the fertility of the land there and the presence of agricultural
land in abundance in addition to the increased distance from the city center. The area in
the proximity to the city center was suitable for growth despite the presence of a built-up
area. Suitability was strongly affected by other factors, such as the soil, which despite being
fertile has not so far been used as agricultural land because of urban growth.

Since the more suitable lands for urban expansion are the lands within the urban areas
and in close proximity to their centers, the results highlight the importance of densification
in this case. Densification will save agricultural land and create more sustainable and
manageable urban growth. Smaller towns also act as sub-centers that will help with
densification and more controllable urban growth. Encouraging growth on the hillier sides
of the city toward the southwest is another foreseen alternative. The more challenging
slopes will provide more bare land than agricultural lands with moderate suitability for
urban growth. This will result in a more linear city footprint but a more resilient existence
in this part of the country. The waves of refugees in this part of the world keep coming to
Jordan as things escalate within the Middle East region. Enforcing policies to direct growth
appears to be critical for the city in order to control its excessive urban growth activities
and create a more resilient future with a served city limit and reduced sprawl. Based on
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the demonstrated results, this work can be further extended in the future and applied to
other growing cities.
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