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Abstract: The current seepage prediction model of the sluice gate is rarely used. To solve the
problem, this paper selects the bidirectional long and short-term neural network (BiLSTM) with
high information integration and accuracy, which can well understand and capture the temporal
pattern and dependency relationship in the sequence and uses the multi-strategy improved Harris
Hawks optimization algorithm (MHHO) to analyze its two hyperparameters: By optimizing the
number of forward and backward neurons, the overfitting and long-term dependence problems of
the neural network are solved, and the convergence rate is accelerated. Based on this, the MHHO-
BiLSTM statistical prediction model of sluice seepage is established in this paper. To begin with,
the prediction model uses water pressure, rainfall, and aging effects as input data. Afterward, the
bidirectional long short-term memory neural network parameters are optimized using the multi-
strategy improved Harris Hawks optimization algorithm. Then, the statistical prediction model
based on the optimization algorithm proposed in this paper for sluice seepage is proposed. Finally,
the seepage data of a sluice and its influencing factors are used for empirical analysis. The calculation
and analysis results indicate that the optimization algorithm proposed in this paper can better search
the optimal parameters of the bidirectional long short-term memory neural network compared
with the original Harris Eagle optimization algorithm, optimizing the bidirectional long short-term
memory neural network (HHO-BiLSTM) and the original bidirectional long short-term memory
neural network (BiLSTM). Meanwhile, the bidirectional long and short-term neural network (BiLSTM)
model shows higher prediction accuracy and robustness.

Keywords: sluice seepage; prediction model; MHHO; BiLSTM

1. Introduction

The hydraulic industry has a long history of improving human life, ensuring national
security, and promoting economic development. Sluice is a common hydraulic engineering,
and its main role is to regulate the flow of water. A low-head water retaining structure can
be used to generate electricity, control flooding, provide irrigation, or provide water [1], and
ensure the rational use of water resources and water environment protection [2]. Once the
sluice has an accident, the damage to the traffic and urban infrastructure and the casualties
caused by the accident are far more serious than the consequences caused by general public
facilities [3]. In the overall safety of sluice, seepage safety occupies an important position.
Within the data, it can be seen that many geological disasters and accidents are related
to seepage damage [4]. Many sluices have many defects in technology and equipment,
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which makes the problem of seepage increasingly prominent. It can not only affect the
flood protection and flood discharge of the sluice, but also affect the anti-sliding stability
of the sluice base and sluice room [5]. The study of seepage problems mainly includes
the numerical simulation of seepage, mathematical modeling of seepage, forward and
inversion of the seepage field, engineering applications, calculation methods of seepage,
quantitative analytical mathematical method, etc. Among them, many researchers have
conducted numerical simulations of seepage over the years [6,7], for example, the finite
element method, boundary element method, finite analysis method [8], finite integral
method, finite difference method, numerical manifold method, and so on, have all been
used. Compared with the dam, due to the complexity of the sluice environment, the
monitoring data are relatively scarce; at present, the structure behavior analysis experience
is very limited. However, the importance of sluices makes their operating state analysis the
subject of widespread attention in recent decades.

Since seepage is generally considered a key factor in the design, construction, and safe
operation of floodgates, the seepage prediction analysis of floodgates has attracted more and
more attention. Since the development of finite element software has accelerated in recent
years, many scholars have used different finite element software to simulate, analyze, and
calculate seepage flow in hydraulic structure engineering, for example, PLAXIS [9], COM-
SOL Multiphysics [10–12], GeoStudio [13], FLAC3D [14,15], SEEP/W [16], ABAQUS [17,18],
FEFLOW [19], FLUENT [20], FLOW3D [21], and so on.

At the same time, the latest development of machine learning also provides a new
method for the accurate analysis and prediction of many seepage problems of hydraulic
structure projects. To detect abnormal seepage in hydraulic structure engineering in time, it
is of great significance to use machine learning methods and historical monitoring data to
predict the development trend of seepage characteristics in hydraulic structure engineering.
Therefore, seepage prediction models for various hydraulic structures have been proposed
and widely used. Hou et al. [22] proposed an integrated multi-target prediction model
(MPM) that combines two deep learning methods into a single framework. This model
captures both the variation pattern of measurement values with changing load and time, as
well as the spatial distribution relationship of these values. Zhao et al. [23] combined the
rough set theory (RS) and a long short-term memory network model (LSTM) to develop an
RS-LSTM model written in Python by taking advantage of the timeliness of monitoring
value changes and the lag of external influences. To optimize XGBoost hyperparameters,
Zhang et al. [24] used hybrid Gray Wolf optimization (HGWO), which combines differential
evolution (DE) and Gray Wolf optimization (GWO), as well as quad cross-validation,
and then used it to predict seepage. Ishfaque et al. [25] built a deep learning model
combining recurrent neural networks (RNN) and long short-term memory (LSTM) to
predict the seepage degree of hydraulic structure engineering. The influencing factors
mainly considered in this method are time series.

Multidimensional inputs present significant challenges to traditional statistical models,
deterministic models, mixed models, model adaptive learning, and analyzing complex
nonlinear relations. In recent years, neural networks have been widely used in hydraulic
structures in deformation prediction [26]. Multilayer neural networks have been widely
used in time series forecasting because of their good nonlinear fitting ability. To address
the limitation of traditional multilayer neural networks in learning and remembering
long-term dependent information, the long short-term memory (LSTM) architecture has
been proposed [27]. LSTM neural networks have gained significant popularity and are
extensively used in seepage prediction for various hydraulic structures. Compared with
the traditional prediction model, it has good prediction performance [28,29]. However,
LSTM can only use the previous input information to capture context information, and
the dependence on subsequent input is relatively weak. This unidirectional dependency
modeling may not capture the temporal patterns and dependencies completely and cannot
make full use of the global information in the sequence to solve the gross error problem.
For sequences with complex gross errors, the predictive power of LSTM may be limited.
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Compared with ordinary feedforward neural networks, LSTM is more difficult to train.
This may lead to problems such as gradient disappearance or gradient explosion in the
process of model training, and it is necessary to use weight initialization techniques and
gradient clipping methods to train stability. In recent years, some scholars have optimized
LSTM. For example, Girsang A S [30] combined improved Easy Data Augmentation (EDA)
with reverse translation methods to improve the macro accuracy and F1 of the BiLSTM
model. Based on this, this paper selects a bidirectional long short-term memory neural
network (BiLSTM) with stronger context awareness, bidirectional dependent modeling, and
stronger gross error solving ability, and adopts a multi-strategy optimization Harris Eagle
optimization algorithm (MHHO) with better optimization accuracy and stability to opti-
mize the parameters of this model. This can improve the overfitting and long dependence
problems of the BiLSTM model and accelerate the convergence rate of the model.

In conclusion, according to the working characteristics and surrounding environment
of the sluice, this paper preliminarily analyzes the possible influencing factors of the
seepage of the sluice and selects three influencing factors, namely water pressure, rainfall,
and aging, which have a great influence on the seepage of the sluice. As a means of
improving accuracy and stability, the parameters of BiLSTM were optimized by using the
multi-decision improved Harris Hawks optimization algorithm (MHHO). Therefore, based
on the identified main factors, a prediction model for the seepage of slugs is developed
according to the BiLSTM of Section 2.2. Then, the MHHO algorithm is used to improve the
performance of the BiLSTM model. Section 3 of the paper shows that the model is valid
by looking at a case study of sluice engineering in China. A comparison is made between
HHO-based models and BiLSTM- and HHO-BiLSTM-based models, and the accuracy and
combined prediction effect of this method are verified. Finally, conclusions are drawn
in Section 4.

2. Principles of the MHHO-BiLSTM Model
2.1. Statistical Model of Sluice Seepage

The statistical model refers to the regression equation obtained by mathematical statis-
tics based on the cause quantity and the concurrent effect quantity obtained by long-term ob-
servation data. It can reflect the change in monitoring effect size and be used in extensional
forecasting (including missing measurement interpolation) and operation monitoring [31].

Sluice is a kind of low-head hydraulic structure that uses a sluice gate to hold back and
discharge water, and seepage is the main factor that interferes with the sluice structure’s
stability. Seepage may cause seepage deformation of the foundation, and serious seepage
deformation will cause the foundation to be damaged and even lead to the sluice crashing.
The size of the seepage flow reflects the anti-seepage effect of the main body of the sluice,
the foundation curtain, and the impermeable parts of the sluice, such as the cover of the
sluice, the sheet pile, and the bottom plate, which is an important basis for evaluating
the operation safety of the sluice. Rainfall, water levels, and time are the primary factors
affecting sluice seepage. The water pressure component, rainfall component, and time effect
component are mainly analyzed, and the deformation expression adopted is as follows:

Q = Qh + Qp + Qθ = a0 + a1

∫ 0

−∞

1
α1

1√
2πx2

e
− (t−x1)

2

2x2
2 H(t)dt + b1

∫ 0

−∞

1
α2

1√
2πx4

e
− (t−x3)

2

2x4
2 p(t)dt + c1θ + c2lnθ (1)

where Q is the flow of seepage; Qh is the component of water level component; Qp is the
component of rainfall; Qθ is the component of time; a0, a1, b1, c1, and c2 are regression
coefficients for each component (i = 1, 2); α1 is the adjustment parameter related to the
water level weight distribution function, at a fixed observation time t = t0, it is a constant;
α2 is the adjustment parameter related to rainfall weight distribution function, at a fixed
observation time t = t0, it is a constant; x1 is the water level’s lag hours of; x2 is the number
of hours affected by water level; H(t) is the time t’s water level; x3 is the rainfall factor’s
lag hours; x4 is the number of hours affected by the rainfall factor; p(t) is rainfall factor
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values at time t extracted by factor analysis; and θ is divided by 2400, which is the number
of hours since the monitoring began until the initial observation began 1.

2.2. BiLSTM
2.2.1. Principles of LSTM

Depending on the length of the time series, the recurrent neural network (RNN) model
can be applied. However, when the standard RNN model processes a time series with a
long time span, the earliest information will lose its effectiveness along with the model
information passing, and the RNN cannot establish long-range structural connections. A
vanishing gradient (gradient explosion) problem can be improved by setting hyperparame-
ters, modifying activation functions, dropout pruning, and so on. However, these methods
cannot fundamentally solve the problem of gradient disappearance of RNN, so the accuracy
improvement effect is poor. In order to solve the problem of long-term dependence of time
series, Sepp Hochreiter et al. [27] proposed a long short-term memory network (LSTM) in
1997. It is an important branch of the recurrent neural network model (RNN), which has
the advantages of RNN and is improved by adding an internal gate control mechanism to
maintain the long-term preservation of information on the basis of RNN. Compared with
RNN, LSTM has better performance in long-time series.

LSTM consists of a forgotten gate, input gate, and output gate, and its neuron structure
diagram is shown in Figure 1.
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In Figure 1, from left to right, they are, respectively, the forgetting gate, input gate, cell
status update, and output gate.

RNN also exploits sequence dependencies via internal state transfers. It incorporates
a gating mechanism to overcome the defects of RNN gradient updates within LSTM. An
LSTM gate consists of three parts: forgotten, input, and output, and a state unit coordinates
the process.

2.2.2. Principles of BiLSTM

LSTM is used as a basis for the development of BiLSTM, which is a bidirectional
long-short-term memory network. LSTM’s learn time series only of past moments, not
future moments because cell state is transmitted one-way from front to back. BiLSTM has
two unit state conveyor belts, which enables the BiLSTM model to learn the characteristics
of future seepage information and perform recursion and feedback on it while using the
seepage data information in the past. Therefore, BiLSTM can efficiently utilize the time
characteristics of time series and improve the accuracy of model prediction so that the
prediction results are more accurate than LSTM.

The BiLSTM network structure is shown in Figure 2.
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Suppose
→
h t is the time t hidden layer state of the forward LSTM network, which is

calculated using the following formula. It can be regarded as a single-layer LSTM network,
the process of calculating the state at time t from the state at time t − 1, and xt is the input
at time t.

→
h t = LSTM

(
xt,
→
h t−1

)
(2)

where
→
h t is the time t hidden layer state of forward LSTM network; LSTM is the LSTM unit;

xt is the t-time input; and
→
h t−1 is time t − 1 hidden layer state of forward LSTM network.

Similarly, if
→
h t is time t hidden layer state of the forward LSTM network, its calculation

formula is as follows:
←
h t = LSTM

(
xt,
←
h t−1

)
(3)

where
←
h t is time t hidden layer state of forward LSTM network; LSTM is the LSTM unit;

xt is the t-time input; and
←
h t−1 is time t − 1 hidden layer state of forward LSTM network.

Combined with hidden layer states
→
h t and

←
h t, the BiLSTM network produces a hidden

state ht as its output.

2.3. MHHO Optimizes BiLSTM
2.3.1. MHHO
Harris Hawks Optimization (HHO)

The Harris Hawks Optimization (HHO) is a nature-inspired algorithm proposed by
Heidari et al. [32] in 2019, which uses mathematical formulas to simulate the strategies
of Harris hawks capturing prey under different mechanisms in reality. The algorithm
is divided into two stages of exploration and development, and the transformation is
mainly carried out according to the escape energy E; it is used to measure the state of each
individual in the group, representing the quality of the individual’s current position. A high
escape energy means that an individual is in a not-so-good position, at which time more
exploration is needed. Individuals with high escape energies are more likely to explore in a
better direction to find a better solution. Its calculation formula is as follows:

E = 2E0

(
1− t

T

)
, E0 = 2r− 1 (4)

where E0 is the initial state of prey energy; t is the current iteration count; T is the maximum
number of iterations; and r is the random number between [0, 1].
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(a) Exploration phase

When escaping energy |E| ≥ 1, the algorithm enters the exploration phase and
performs extensive search operations. The location update formula is as follows:

X(t + 1) =

{
Xk(t)− r1|Xk(t)− 2r2X(t)| q ≥ 0.5
(Xr(t)− Xm(t))− r3(lb− r4(ub− lb)) q < 0.5

(5)

Xm(t) =
1
N

N

∑
i=1

Xi(t) (6)

where X(t + 1) is the position of the Harris Hawks on the t + 1 iteration; X(t) is the position
of the Harris Hawks on the t + 1 iteration; Xk(t) is a randomly selected individual in a
population; Xr(t) is the prey location, which is the current best individual; Xm(t) is the
current population average position; N is the number of individuals in a population; r1, r2,
r3, r4 are four independent uniformly distributed random numbers with the values [0, 1];
and lb and ub are the lower and upper bounds of the problem, respectively.

(b) Development phase

Case 1: Soft surround. When the escaping energy |E| ≥ 0.5 and r ≥ 0.5, the soft
bounding strategy is adopted to update the position; the method is as follows:

X(t + 1) = ∆X(t)− E|JXr(t)− X(t)| (7)

∆X(t) = Xr(t)− X(t) (8)

where J is the jump energy, which is a random number with the value [0, 2], and ∆X(t)
is the distance between the best individual and the current individual position in the
t-th iteration.

Case 2: Hard surround. When the escaping energy |E| < 0.5 and r ≥ 0.5, prey escape
failure, surrounded by a hard strategy is adopted to improve the position update at this
time, the formula is as follows:

X(t + 1) = Xr(t)− E|∆X(t)| (9)

Case 3: Progressive fast dive soft surround. When the escaping energy |E| ≥ 0.5 and
r < 0.5, the algorithm is updated by a progressive strategy of rapid dive and soft encircling.
If the fitness is not improved after updating with position Y, position Z is updated; if
the fitness value is not improved, the original position is retained. The specific formula
is as follows:

X(t + 1) =

{
Y, i f F(Y) < F(X(t))
Z, i f F(Z) < F(X(t))

(10)

Y = Xr(t)− E|JXr(t)− X(t)| (11)

Z = Y + S× LF(x) (12)

LF(x) = 0.01× uv

|v|
1
β

(13)

σ =

[
Γ(1 + β)× sin

(
πβ

2

)
/Γ

(
1 + β

2

)
× β× 2

β−1
2

] 1
β

(14)

where D is the dimension of a problem; S is the random vector of size 1 × D; Leavy is the
Leavy flight function; u and v are random numbers that are evenly distributed between
(0, 1); β is the default constant, set to 1.5; and Γ is the Gamma function.
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Case 4: Progressive fast dive hard encircle. When the escaping energy |E| < 0.5 and
r < 0.5, the progressive fast dive and hard encircling strategy are adopted to update the
position. Currently, the optimal position continues to shrink from the average position for
optimization as the population grows. The formula is as follows:

Y = Xr(t)− E|JXr(t)− Xm(t)| (15)

If the fitness is worth improving after the use of position Y, the position is updated to
Y; otherwise, the Z position is used, and the original position is returned if it fails.

Multi-Decision Improved Harris Hawks Optimization Algorithm (MHHO)

While the existing enhancement strategies do enhance the exploration and optimiza-
tion performance of the HHO algorithm to some extent, they typically only focus on
improving specific update strategies or altering the energy reduction method. However,
it does not effectively address the issue of global and local optimization blindness. In
addition, other optimization algorithms also have their own shortcomings, and many
scholars have adopted other optimization algorithms to improve the original algorithm,
hoping to achieve better results. For example, Ahmad Sharafati et al. [33] proposed several
novel hybrid adaptive neuro-fuzzy inference system (ANFIS) methods called ANFIS-PSO
(particle swarm optimization), ANFIS-ACO (ant colony optimization), ANFIS-DE (differen-
tial evolution), and ANFIS-GA (genetic algorithm) as predictive models to estimate scour
depth downstream of a sluice gate, thereby adopting a new stochastic model based on
the integration of Group Method of Data Handling (GMDH) and Generalized Likelihood
Uncertainty Estimation (GLUE) to predict scour depth around piers in cohesive soils [34].
This study shows the application of an adaptive neuro-fuzzy inference system (ANFIS)
incorporated with particle swarm optimization (ANFIS-PSO), ant colony (ANFIS-ACCO),
differential evolution (ANFIS-DE), and genetic algorithm (ANFIS-GA) and assesses the
scour depth prediction performance and associated uncertainty in different scour condi-
tions, including live-bed and clear-water [35]. Based on this, to solve the above problems,
this paper uses the Multi-Strategy Harris Hawks Optimization algorithm (MHHO) [36],
which improves the HHO algorithm from three aspects: Cauchy mutation, random shrink-
age exponential function, and adaptive weight. Firstly, the Cauchy distribution function
is introduced to improve the global search abilities of the HHO algorithm by mutating
the Harris Hawks’ position information. Secondly, the energy-decreasing mechanism is
modified by the random contraction index function to effectively adjust the transition.
Finally, the HHO algorithm’s local search ability is further improved by introducing a
weight factor that is adaptive.

(a) Cauchy variation

Using the HHO optimization, it is difficult to find a local optimum value; by using the
Cauchy distribution function, the Harris Hawks algorithm possesses the ability to enhance
population diversity, extend the search space, and improve its capacity for global search. In
this paper, a global optimal object is optimized by using the Cauchy operator by utilizing
both ends of the distribution function. Cauchy distributions can be formulated as follows:

f (x) =
1
π

(
1

x2 + 1

)
(16)

Cauchy’s function peaks at relatively low values. Following the Cauchy mutation,
Harris Hawks will spend less time mining the local interval, searching for the global
optimum value. Furthermore, the Cauchy function exhibits a gradual decrease from the
peak toward both sides. This property becomes significant when updating the position by
implementing Cauchy mutations. Harris Hawks have the capability to escape local optima
and minimize the presence of local optima constraints. With the Cauchy mutation, the
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global optimal solution can be obtained, and the optimal solution can be updated using the
following formula:

X′best = Xbest + Xbest × Cauchy(0, 1) (17)

(b) The random shrinking exponential function

In the HHO algorithm, the energy magnitude of the prey, represented by E, plays a cru-
cial role in the regulation and transition between global exploration and local exploitation
phases. As E becomes smaller, the HHO algorithm is more inclined to perform local mining.
As E becomes larger, the algorithm is more inclined to perform global mining. Nevertheless,
the traditional HHO algorithm’s energy equation represents E as a linear decrease from
its maximum value to the minimum value, which fails to accurately capture the natural
process of Harris Hawks hunting prey. Mathematicians simulate the predator-prey interac-
tion and draw the conclusion that the random contraction exponential function is more
suitable for expressing the energy change when the prey flees. Therefore, this optimization
algorithm proposes to modify the linear decreasing energy regulation mechanism and
integrate the random contraction index function into the decreasing process of prey energy
E, and the corresponding energy equation is as follows:

E = E0

(
2rand× exp

(
−
(

π

2
× t

T

)))
(18)

(c) The adaptive weight

It is important to consider the inertia weighting factor, which determines how much
time the algorithm spends on global searches when it is high. The algorithm uses relatively
more time for local search when the inertia weighting factor is small, and it is capable
of fine-tuning the search for optimal results. The prey position represents the current
optimal solution of the HHO algorithm, and the position of the Harris Hawks habitat is
inversely guided. Its iterative update directly determines the optimization performance of
the algorithm. Therefore, in order to improve the local exploitation ability of the algorithm,
it is necessary to re-update the domain of the prey position to find a better solution.

Considering the above, this optimization algorithm introduces an adaptive weight
method. During the four hunting mechanisms, when Harris Hawks are searching for
prey, the prey adjusts its position using a reduced adaptive weight, enhancing the local
optimization capabilities of the algorithm. The adaptive weight formula and prey position
update can be expressed as follows:

ω = sin
(

πt
2T

+ π

)
+ 1 (19)

X′r = ω× Xr (20)

where T is the maximum number of iterations, and t is the current iteration count. The
integration of the adaptive weighting factor ω enhances the local exploration capabilities
of the MHHO algorithm, resulting in an improved ability to mine local optima.

2.3.2. The Establishment Process of the Sluice Seepage Prediction Model Based
on MHHO-BiLSTM

The establishment process of the sluice seepage prediction model based on MHHO-
BiLSTM is divided into the following steps:

Step 1: Entering the data. Input the original sluice seepage data required for MHHO-
BiLSTM model training.

Step 2: Normalization. The normalization method is used to process the data, and the
data range is limited between positive and negative 1, which can fix the order of magnitude
of the data to improve the training speed and facilitate data analysis.

Step 3: Dividing the normalized processed data into the training set and test set. The
data is partitioned with a 70% to 30% ratio, where 70% of the data is allocated for training
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purposes, and the remaining 30% is reserved as the test set. The training set is trained by
the BiLSTM model and continuously back-replaced, and the test set is predicted by the
BiLSTM model for the future period of sluice seepage data.

Step 4: Based on the BiLSTM model’s results, the maximum correntropy test is per-
formed to determine if the data meets the requirements.

Step 5: The MHHO algorithm optimizes the parameters. BiLSTM uses the MHHO
algorithm to optimize the number of hidden layer nodes, the initial learning rate and the
regularization coefficient, and values that are not accurate after iterations are cycled.

Step 6: The maximum correntropy test is carried out again on the calculated data,
and the predicted data and test index can be output if the requirements are met. If the
requirements are not met, the fifth step is carried out until the optimal solution and fitness
value are obtained.

The modeling process of MHHO-BiLSTM is illustrated in Figure 3.
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2.4. Evaluation Method for the Effectiveness of the Prediction Model

The effect of time series prediction can be comprehensively considered from two aspects:
the subjective level and objective level. Taking a subjective view of the chart, one can see
how the predicted experimental data differ from the standard data; that is, the quality of the
predicted results can be directly judged by the observation method. However, subjective
analysis alone will lack a scientific basis, so it is necessary to supplement objective analysis.
From the objective level, we can import the results data of the prediction model into the
calculation formula for verification and obtain the numerical error results. In this paper,
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four types of evaluation indicators are selected, and the calculation formulas of different
evaluation indicators are different, as shown in the following formula:

Index 1: Mean Absolute Error (MAE), which reflects the average value of the absolute
value of the deviation between the forecast data and the average. It is calculated as follows:

MAE =
1
m

m

∑
i=1

∣∣∣ytest,i − ytest,i

∣∣∣ (21)

Index 2: Mean Square Error (MSE), which reflects the average value of the square
deviation between the predicted data and the measured data. The calculation formula can
be written as follows:

MSE =
1
m

m

∑
i=1

(
ytest,i −

∧
ytest,i

)2

(22)

Index 3: Root Mean Square Error (RMSE), which is calculated by dividing the predicted
data by the measured data and multiplying the ratio of measurements by the number of
observations. The calculation formula is given by the following:

RMSE =

√√√√ 1
m

m

∑
i=1

(
ytest,i −

∧
ytest,i

)2

(23)

Index 4: The coefficient of determination (R-square, R2); this index reflects the ratio
relationship between the sum of the squared differences in the real value and the predicted
value and the sum of the squared differences in the real value and the mean value. The
accuracy of the model is judged according to the value of R2, which ranges from [0, 1].
The closer the value is to 1, the more accurate the model is. The calculation formula
is as follows:

R2 = 1−

m
∑

i=1

(
ytest,i −

∧
ytest,i

)2

m
∑

i=1

(
ytest,i − ytest,i

)2 (24)

3. Case Study

This paper selected Bengbu sluice monitoring data for empirical analysis. The position
of its pressure-measuring tube is shown in Figure 4. A total of 72 groups of seepage data
from 2021 to 2022 were selected for the model test. Among them, the observed seepage
value from January 2021 to June 2022 is the training sample, and the observed seepage
value from June 2022 to December 2022 is the test sample (July and August are the local
flood seasons, and the rainfall is the maximum in a year. The measured seepage data are
introduced into the model as rainfall characteristics).
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3.1. The Seepage Prediction of Sluice Based on Statistical Model

In this paper, the measured seepage data of a monitoring point in Bengbu Gate in
2022 are used as test samples, and the BiLSTM network model and MHHO-BiLSTM model
are, respectively, used to predict, combined with the prediction results of the stepwise
regression statistical model, and the relative errors of the three models are compared. The
reliability of the MHHO-BiLSTM model established in this paper is verified. The specific
seepage measurement results are shown in Table 1.

Table 1. The analysis table of measured seepage data of Bengbu Gate.

Time (d) The Height of
Pressure Tube (m) Time (d) The Height of

Pressure Tube (m) Time (d) The Height of
Pressure Tube (m)

515 4.2 585 5.08 655 3.74
525 3.74 595 4.16 665 3.56
535 3.56 605 4.14 675 3.34
545 3.9 615 3.84 685 3.84
555 4.68 625 3.8 695 3.88
565 4.92 635 3.66 705 3.94
575 5.96 645 4.18 715 3.92

Using stepwise regression fitting, Table 2 presents predicted values and relative errors.

Table 2. Stepwise regression fitting predicted values and relative errors of monitoring points.

Time (d) Measured
Value (m)

Predicted
Value (m)

Relative
Error (%) Time (d) Measured

Value (m)
Predicted
Value (m)

Relative
Error (%)

515 4.20 3.92975 0.27025 625 3.80 3.50992 0.29008
525 3.74 3.40368 0.33632 635 3.66 3.23059 0.42941
535 3.56 3.24000 0.32000 645 4.18 3.80737 0.37263
545 3.90 3.64363 0.25637 655 3.74 3.47025 0.26975
555 4.68 4.34023 0.33977 665 3.56 3.24419 0.31581
565 4.92 4.69632 0.22368 675 3.34 3.01331 0.32669
575 5.96 5.60482 0.35518 685 3.84 3.56232 0.27768
585 5.08 4.72975 0.35025 695 3.88 3.56771 0.31229
595 4.16 3.85467 0.30533 705 3.94 3.61926 0.32074
605 4.14 3.83909 0.30091 715 3.92 3.68754 0.23246
615 3.84 3.52096 0.31904

The seepage prediction calculated by the stepwise regression method is shown in
Figure 5.
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3.2. The BiLSTM Network Model Training and Prediction

The measured seepage value of the No. 2-1 monitoring point on the upstream side of
the middle pier on the 2# bottom plate of the Bengbu Gate from January 2021 to June 2022
is used as the training sample. According to the prediction principle of the exponential
curve, the LSTM model’s outputs and inputs are the seepage value and influence factor
parameters, respectively. Thus, the 10 and 1 nodes are in the input and output layers,
respectively. The output item is the No. 2-1 monitoring point on the upstream side of the
middle pier of the 2# bottom plate of the Bengbu Gate. The predicted samples are measured
seepage values from January 2022 to December 2022 at monitoring points No. 2-1 on the
upstream side of the middle pier of the 2# bottom slab of the Bengbu Gate.

Initially, there are 10 nodes in the hidden layer, and those 10 nodes are increased
one by one for trial calculations. An evaluation criterion is determined based on the
minimum average relative error of the training sample. This paper uses the BiLSTM
hidden layer, which, as shown in Figure 2, has a minimum relative error of 4.31% when
there are 100 hidden layer nodes. Construction training is conducted with 50 batches
and 500 iterations, with a 0.001 target error. Figure 6 describes the number of hidden
layer nodes and the training sample average relative error of the curve, and Figure 7 is
the process line between the measured seepage value and the fitting value of the LSTM
network model at the monitoring point No. 2-1 on the upstream side of the middle pier of
the 2# bottom plate.
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It can be seen from Figure 7 that the fitting value of the BiLSTM network model is
consistent with the measured value, and the fitting effect of the model is good, except for
several cusps of the curve with relatively large data runout. As can be seen from Table 3,
the absolute relative error of the BiLSTM network model in predicting seepage at the
No. 2-1 monitoring point on the upstream side of the middle pier of Bengbu Gate 2# bottom
floor ranges from 0.35% to 14.96%, and the average absolute value of relative error is 7.41%,
indicating a good prediction effect.

Table 3. Comparison between the predicted results of the BiLSTM model and the measured values.

Time (d) Measured
Value (m)

Predicted
Value (m)

Relative
Error (%) Time (d) Measured

Value (m)
Predicted
Value (m)

Relative
Error (%)

515 4.2 4.10652 0.09348 625 3.8 3.72805 0.07195
525 3.74 3.66147 0.07853 635 3.66 3.63839 0.02161
535 3.56 3.45042 0.10958 645 4.18 4.10113 0.07887
545 3.9 3.7796 0.1204 655 3.74 3.64533 0.09467
555 4.68 4.65414 0.02586 665 3.56 3.50907 0.05093
565 4.92 4.77195 0.14805 675 3.34 3.28215 0.05785
575 5.96 5.83144 0.12856 685 3.84 3.73229 0.10771
585 5.08 5.03003 0.04997 695 3.88 3.82805 0.05195
595 4.16 4.11445 0.04555 705 3.94 3.86686 0.07314
605 4.14 4.13654 0.00346 715 3.92 3.89562 0.02438
615 3.84 3.75722 0.08278

3.3. The Establishment and Prediction of the MHHO-BiLSTM Model

The utilization of the MHHO optimization algorithm aims to enhance the prediction
accuracy of BiLSTM network models even further. Using the fitting values of the BiLSTM
network model from June 2022 to December 2022 in Section 3.2, the relative error se-
quence can be obtained. The subsequent calculation procedures and outcomes are outlined
as follows.

The multi-strategy Improved Harris Hawks Optimization Algorithm (MHHO) is used
to optimize three parameters (the number of hidden layer nodes, initial learning rate,
and regularization coefficient) of BiLSTM. The initial parameters were set as follows: the
population number N = 36; the maximum number of iterations T = 500; and the boundary
ranges of the three parameters are [1 × 10−5, 1 × 10−2], [0.0001, 0.002], and [10, 100],
respectively. Iterative optimization using Harris Hawks with multi-strategy improved
methods yields the optimal parameter combination as follows: there are 100 nodes in
the hidden layer, the initial learning rate is 0.002, and the regularization coefficient is
1.52 × 10−5. The convergence curve of MHHO-BiLSTM is shown in Figure 8.

In order to further test the effectiveness and superiority of the MHHO-BiLSTM model
in sluice seepage prediction, three models, namely MHHO-BiLSTM, BiLSTM, and step-by-
step regression, were selected for comparison. In order to compare the prediction effects of
MHHO-BiLSTM, BiLSTM, and stepwise regression, the mean absolute error, mean square
error, root mean square error, and determination coefficient are taken as the measurement
standards, and the evaluation index data of the three models are shown in Table 4. The
errors of the test set and the training set are shown in Figures 9 and 10, respectively.
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Table 4. The comparison of evaluation indexes of the three models.

Stepwise Regression The Model of
the BiLSTM

The Model of the
MHHO-BiLSTM

MAE 0.5351 0.4645 0.4631
MSE 0.0582 0.0120 0.0028

RMSE 0.2412 0.1095 0.0530
R2 0.8923 0.9747 0.9942
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3.4. The Comparison of Model Accuracy

According to the calculation results of seepage flow at the No. 2-1 monitoring point
on the upstream side of the middle pier of the 2# bottom plate of the Bengbu Gate in
Sections 3.2 and 3.3, combined with the stepwise regression statistical model’s predictions,
the measured values from January 2022 to December 2022 are used to make prediction
comparisons. Table 4 and Figures 10 and 11 show the prediction results of the three models,
as well as relative errors for each. In Figure 11, the predicted seepage value is compared to
the measured value at the pier measurement point; Figure 12 is the absolute relative error
of the predicted seepage value at the pier measurement point; Table 5 is the comparison of
the relative error of the predicted seepage value at the pier measurement point; M-B model
represents the MHHO-BiLSTM model.
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Table 5. The comparison table of relative errors predicted by three models at the pier
monitoring points.

Time (d) Measured
Value (m)

Stepwise
Regression’s
Forecast (m)

Stepwise
Regression’s

Error (%)

BiLSTM’s
Forecast (m)

BiLSTM’s
Error (%)

M-B’s
Forecast (m)

M-B’s
Error (%)

525 4.56 4.28 0.2766 4.48 0.0820 4.55 0.0107
555 4.49 4.22 0.2724 4.43 0.0595 4.48 0.0126
585 5.87 5.57 0.2980 5.76 0.1080 5.86 0.0149
615 4.48 4.16 0.3233 4.42 0.0612 4.45 0.0325
645 3.97 3.66 0.3131 3.89 0.0836 3.95 0.0191
675 5.03 4.72 0.3086 4.94 0.0930 5.00 0.0307
705 3.90 3.61 0.2858 3.83 0.0643 3.87 0.0210

As shown in Figure 11, the measured seepage value at the No. 2-1 monitoring point
on the upstream side of the middle pier of floor 2# changes with time non-linearly. In
addition, the predicted seepage by the BiLSTM network model and the MHHO-BiLSTM
model corresponds to the measured data change trend. In dealing with nonlinear data,
the prediction effect of the stepwise regression statistical model is inferior to the BiLSTM
network model and MHHO-BiLSTM model. As can be seen from Figure 12 and Table 5, in
terms of the relative error of model prediction in the 12 forecasting months, the MHHO-
BiLSTM model is the smallest on the whole, while the stepwise regression statistical model
is the largest on the whole. Statistically, the stepped-regression model, the BiLSTM network
model, and the MHHO-BiLSTM model have mean absolute relative errors of 30.38%, 7.41%,
and 1.99%, respectively. It can be seen that the accuracy of the BiLSTM network model
is better than the stepped-regression statistical model, and the accuracy of the MHHO-
BiLSTM model is better than the BiLSTM network model.

4. Conclusions

Via the main research contents, the following conclusions can be drawn:

(1) According to the results of the main influencing factors of seepage, MHHO was
introduced to optimize the BiLSTM model and establish the seepage model of the
sluice. The model increases the correlation coefficient R2 from 0.8923 to 0.9942 and
decreases the root-mean-square error RMSE from 0.2412 to 0.0530. Compared with
the BiLSTM model and stepwise regression model, the R2 value and RMSE value
of the predicted results of this method are the largest and the smallest. Case study
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analysis shows that the MHHO-BiLSTM model has good predictive performance,
which indicates the good predictive ability of long-term data series.

(2) The MHHO optimization algorithm can help the BiLSTM model find the optimal
parameter combination: the number of forward neurons and the number of backward
neurons, so as to improve the performance of the BiLSTM model. The global search
capability of the MHHO optimization algorithm can help regulate the complexity of
the BiLSTM model to reduce the risk of overfitting, thereby improving the generaliza-
tion ability of the BiLSTM model on previously unseen data. MHHO optimization
algorithm has a strong global search ability, which can help accelerate the conver-
gence process of the BiLSTM model and reduce the training time and calculation cost.
MHHO optimization algorithm may help to improve the performance of the BiLSTM
model when dealing with long-term dependence and strengthen its modeling ability
for long-term dependence by optimizing parameters or model structure.

(3) Sluice seepage problems involve time series data, and BiLSTM is able to consider both
the current moment input and the previous and subsequent input information. This
enables BiLSTM to more comprehensively capture the time before and after informa-
tion and timing patterns in the sluice seepage data, which helps to better understand
and model the seepage behavior. BiLSTM has strong modeling capabilities and can
handle complex nonlinear relationships and timing dependencies. The seepage prob-
lem of sluice often involves many influencing factors, and the relationship between
these factors may be complicated. BiLSTM is able to build a model and make predic-
tions by learning the temporal patterns in the data. BiLSTM’s bidirectional structure
allows the entire time series data to be processed at once. This means that BiLSTM is
able to use global information to make predictions rather than just local information
at the current moment. For the sluice seepage problem, global dependency modeling
is helpful to better understand the correlation and influence of different times in the
sluice system. In the seepage problem of the sluice gate, there may be a correlation
between several variables, such as temperature, water pressure, aging, and so on.
BiLSTM can process multiple input variables at the same time, building predictive
models by learning the interactions between them. This gives BiLSTM an advantage
in solving multivariable problems.

(4) However, BiLSTM models typically require large amounts of data to be trained in
order to effectively capture and learn patterns and trends in time series data. If
the amount of data available is small, the BiLSTM model may not be adequately
trained, resulting in degraded model performance. These disadvantages should be
considered comprehensively according to the specific situation, and the use of the
BiLSTM model in predicting the seepage problem of sluice should be weighed. Issues
such as the amount of data may need to be fully considered to achieve better predictive
performance.

This paper provides a new idea for the seepage prediction of sluice. In addition, the
robustness of the MHHO optimization algorithm should be evaluated in more engineering
projects and in different scenarios, and it should be extensively validated to verify the
applicability and universality of the proposed model.
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