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Abstract: Precipitation data in urban hydrological models are derived from an ideal stormwater
model, which has some uncertainties and limited prediction times. Therefore, to reliably forecast
urban flooding, prolong prediction time periods, and better support associated research in urban
flood forecasting, a combination of weather forecasts and urban hydrology is necessary. By apply-
ing comprehensive cloud microphysical schemes in the Weather Research and Forecasting (WRF)
model to the predecessor torrential rainfall associated with Typhoon Khanun (2017), this study
evaluated different configurations of atmospheric-hydrological simulations based on the WRF model
and InfoWorks ICM. Results showed that the microphysics scheme could significantly affect spa-
tial and temporal distributions of the simulated torrential rainfall. Generally, the combination of
WRF and NSSL schemes produced better performance. Applying the NSSL scheme to the WRF
model and combining it with the InfoWorks ICM system can reproduce torrential rainfall and urban
flood formations.

Keywords: typhoon; torrential rainfall; urban floods

1. Introduction

With the intensification of global climate change, the frequency and intensity of ty-
phoon rainfall have increased [1], resulting in substantial harm to human lives, property,
and socioeconomic well-being. China is frequently affected by typhoons, with approxi-
mately seven to nine tropical cyclones making landfall annually in the densely populated
and economically developed southeastern coastal areas [2]. Heavy precipitation caused
either directly or indirectly by typhoons is of great concern to the public [3]. Numerous
scientific research studies have been conducted over the years to investigate the physical
processes affecting typhoon storms [1,3]. Typhoon rainstorms can be categorized into
different rainfall patterns, such as heavy rainfall near the typhoon center, heavy rainfall
outside the typhoon center, heavy rainfall in the typhoon spiral rainband, and typhoon-
linked predecessor rainfall events (PREs). PREs are caused by the interaction between
mid-latitude weather systems and typhoons over long distances [4] and occur almost every
year in the Yangtze River Delta region of China [5]. In the Yangtze River Delta region,
typhoon rainstorms frequently induce floods; thus, precise forecasting of events plays a
crucial role in minimizing the economic losses and casualties caused by these events.

An accurate simulation of urban flooding relies primarily on the following three
factors [6]: the impact of the spatial and temporal distributions of the simulated rainfall;
errors in urban flooding models, such as InfoWorks ICM (Integrated Catchment Modeling),
results from the physical processes of the model, and the calibration of sensitive param-
eters; and the complexity of the flood process, including factors such as flood peak size,
presence or absence of base flow, and length of the recession process. Precipitation data for

Water 2024, 16, 2004. https:/ /doi.org/10.3390/w16142004

https://www.mdpi.com/journal /water


https://doi.org/10.3390/w16142004
https://doi.org/10.3390/w16142004
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/water
https://www.mdpi.com
https://orcid.org/0009-0001-8761-1714
https://orcid.org/0000-0002-8612-1692
https://orcid.org/0000-0003-4448-2614
https://doi.org/10.3390/w16142004
https://www.mdpi.com/journal/water
https://www.mdpi.com/article/10.3390/w16142004?type=check_update&version=1

Water 2024, 16, 2004

20f17

research purposes are primarily sourced from historical or real-time observational data,
data retrieved from weather radar or satellite remote sensing, and simulated data provided
by the Weather Research and Forecasting (WRF) model [7]. Simulation studies on urban
flooding often rely on rainfall data generated by statistical models or historical precipitation
data; however, these types of data exhibit limitations in terms of research scale and data
resolution [8]. The limited range and high cost of real-time observational data in urban
flooding models hinder their utilization, presenting significant difficulties and challenges
in improving the accuracy of flooding models [9]. On the other hand, the WRF model is a
three-dimensional mesoscale numerical model that has been widely used in the simulation
and analysis of precipitation [10] as it can reproduce heavy rainfall processes, generate
precipitation with high spatial and temporal resolution [11], and further provide valuable
support for regions lacking precipitation data.

Simulations using the WRF model are the principal method for investigating changes
in weather and climate systems [11]. Cloud microphysical processes are the most important
nonadiabatic heating physical processes [12], and their parameterization scheme can have
a direct effect on convective system development and the accuracy of precipitation simu-
lation [13]. Specifically, cloud microphysics schemes play a vital role in the dynamics of
water vapor and condensed substances in the atmosphere, impacting processes like cloud
formation, condensation, and precipitation. Effective cloud microphysics schemes enhance
the prediction accuracy of atmospheric water vapor distribution and cloud characteristics,
leading to improved accuracy in predicting precipitation events.

Many scholars have deployed the WRF model to conduct comparative experiments
on precipitation processes using diverse cloud microphysical parameterization schemes
and have explored their impact on precipitation simulations [14-16]. Various cloud micro-
physics schemes were found to possess distinct advantages in simulating precipitation of
varying magnitudes, indicating that comprehending the effects of different cloud micro-
physics schemes on the simulation results of PREs is imperative. Simulated precipitation
produced by diverse cloud microphysics schemes can serve as input data for urban heavy
rain and flood models. Using precipitation data simulated by numerical models as inputs
to hydrological models can extend the prediction period [17], providing data support for
related research in areas with inadequate precipitation data. However, a certain degree
of uncertainty exists in precipitation simulations using the meteorological models. The
accuracy of the data from the models may significantly influence flooding simulations [18].
The impact of precipitation uncertainty, simulated by various cloud microphysical parame-
terization schemes, on flooding simulations, remains to be determined.

Currently, only a few studies have focused on the coupling of numerical atmospheric
models with urban flood models [19,20], and even studies on the impact of precipitation
simulated by different cloud microphysical parameterization schemes on the simulation of
urban flooding are limited. Previous studies have shown that the selection of appropriate pa-
rameterizations may improve typhoon simulations in the Yangtze River Delta region [21-23].
The most recent research using this approach for hydrological forecasting has focused on
coupling numerical atmospheric models with hydrological models such as the Xinanjiang
model [24] and WRF-hydro model [25]. Gu et al. (2022) [26] conducted exciting experiments
using WRF and SWMM models and yielded positive results that confirmed the feasibility of
employing the method of coupling hydrological and meteorological models.

Typhoon Khanun (2017) made landfall in Guangdong Province, China, causing a tor-
rential PRE in the Yangtze River Delta region. This study considered this case to compare
and investigate the impact of different microphysical schemes on the precipitation inten-
sity and spatial distribution of Typhoon Khanun and on the urban flooding simulations
in the Yangtze River Delta region. By exploring the impact of the cloud microphysics
scheme on the simulation of this particular precipitation event, this study revealed the
underlying connection between typhoon precipitation and flooding caused by cloud micro-
physical processes, providing a reference for the accurate prediction of flooding caused by
heavy rain.
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2. Case Study and Data Description
2.1. Overview of the Typhoon Khanun Process

Typhoon Khanun (2017) caused a tropical disturbance in the western Pacific at 1200 UTC
on 11 October 2017 [27], resulting in a landfall along the coast of the Philippines on eastern
Luzon Island, Philippines, at 1900 UTC on 12 October. At the time of landfall, the maximum
wind speed near the center reached up to 18 m-s~!, and the minimum sea level pressure
near the center was 995 hPa [28]. The disturbance moved westward, gradually forming
and intensifying into a severe tropical storm at 1900 UTC on 13 October. It continued to
move northwest, intensifying into a typhoon at 1400 UTC on the 14th and upgrading to
a Category 2 typhoon at 0400 UTC on the 15th, with the maximum wind speed reaching
45.83 m-s~! (Liu et al., 2022) [27]. It made a landfall on the coast of Xuwen County, Zhan-
jiang City, Guangdong Province, at around 1925 UTC on the 15th. At the time of landfall,
the maximum wind speed near the center was up to 28 m-s~!, and the minimum sea level
pressure near the center was 988 hPa [29]. After moving into the Beibu Gulf, the typhoon’s
intensity gradually weakened and disappeared, and it stopped at 0900 UTC on 16 October.
According to preliminary statistics from local governments, Typhoon Khanun caused direct
economic losses of 23 million and 825 million yuan in Zhanjiang and Maoming, respectively.

Beside causing heavy rain disasters in South China, the typhoon interacted with
short-wave troughs, causing extremely heavy rainfall in the Yangtze River Delta region [29].
From 14 to 16 October 2017, as Typhoon Khanun moved northwest and made landfall in
Guangdong Province, torrential rainfall occurred in the northeastern Zhejiang Province.
The cumulative rainfall generally exceeded 50 mm, with over 150 mm in the northeastern
coastal areas, and the maximum accumulated rainfall at the Tantoushan Station in Ningbo
was 467 mm. The torrential PRE caused by Typhoon Khanun (2017) in Zhejiang was listed
as one of the top ten weather and climate events in Zhejiang Province in 2017.

2.2. Circulation Situation Analysis

This study used ERA5 data to draw the sea level pressure and wind fields at 200, 500,
and 850 hPa geopotential heights and analyze the weather circulations during the PRE of
Typhoon Khanun that occurred in the Yangtze River Delta region. Figure 1a,d show the
wind and temperature fields at a 200 hPa geopotential height at 0000 UTC on 14 October and
0600 UTC on 15 October 2017, respectively. The 200 hPa circulation was zonally distributed
in the mid- to high-latitudes of the Northern Hemisphere, with a deep low-pressure trough
over the Sea of Okhotsk. The center of the subtropical high-pressure zone was located at
18° N, 120° E, with its main body to the west and south, and it had the advantage of outflow
conditions for high-level divergence. The axis of the high-altitude jet stream is located
near 38° N. The center of Typhoon Khanun was located at 18° N, 114° E, corresponding
to a divergent airflow at 200 hPa, which was conducive to the westward extension of the
subtropical high. By 0600 UTC on 15 October, the high-altitude jet stream shrank and
narrowed, with the axis located near 40° N. This high-level divergence combined with
bottom-level cyclonic convergence was conducive to a rapid rise in airflow in the eyewall
and spiral rainbands, providing suitable dynamic conditions for typhoon precipitation.

Figure 1b,e show the wind and temperature fields at 500 hPa geopotential height
for 0000 UTC on 14 October and 0600 UTC on 15 October 2017, respectively. This shows
that the East Asian Great Trough extended from 39° N, 130° E, to 30° N, 120° E. The
powerful western Pacific subtropical high was distributed in blocks, with the 592 dagpm line
extending towards 124° E, and the typhoon’s closed circulation could still be seen at 500 hPa
(Figure 1b). By 0600 UTC on 15 October, as the low pressure in the mid- and high-latitudes
moved eastward, the trough moved eastward and lifted northward, and the baroclinicity
increased. As the high-level South Asian high moved eastward, the subtropical high
extended westward and strengthened, with the ridge reaching 120° E. Typhoon Khanun was
located on the southwest side of the 592 dagpm line of the subtropical high. Affected by the
obstruction of the subtropical high and circulation configuration at mid- and high-latitudes,
the typhoon moved northwest toward the coastal areas of South China.
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Figure 1. Synoptic circulations at different times: geopotential height (black contour lines; dagpm),
temperature (red contour lines; °C), wind (vector; m-s_l), and jet (colored; m-s_l) at 200 hPa at
(a) 0000 UTC on 14 October 2017 and (d) 0600 UTC on 15 October 2017; geopotential height field (black
contour lines; dagpm), temperature field (red contour lines; °C), wind (vector; m-s~1), and wind
speed (colored; m-s~1) at 500 hPa at (b) 0000 on 14 October 2017 and (e) 0600 UTC on 15 October 2017;
geopotential height (black contour lines; dagpm), temperature field (red contour lines; °C), wind
(vector; m/s), and water vapor flux (colored; kg-hPa_l-m_l-s_l) at (c) 850 hPa at 0000 UTC on
14 October 2017 and (f) 0600 UTC on 15 October 2017.

Figure 1c,f show the wind field and water vapor flux at an 850 hPa geopotential height
for 0000 UTC on 14 October and 0600 UTC on 15 October 2017. On 14 October, the sources
of typhoon water vapor were mainly southwestern and southeastern warm and humid
air brought by the cross-equatorial airflow of the southwest monsoon and the southwest
side of the subtropical high, respectively. The abundant water vapor transport at this time
was conducive to the further development and strengthening of typhoons (Figure 1c). By
15 October, as the typhoon moved and its latitude increased, water vapor transported by
the cross-equatorial airflow became unimportant. Strong southwesterly moisture from the
Bay of Bengal via the Indochina Peninsula began to affect Khanun, and simultaneously, the
southeasterly moisture on the southwest side of the subtropical high was connected to the
typhoon. Southwesterly and southeasterly water vapors continuously transported to the
typhoon, providing abundant energy and water vapor sources for the typhoon, which was
favorable for the offshore strengthening of Khanun [28,29].
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3. Methods
3.1. Weather Research and Forecasting Model

Taking the EARS reanalysis data (1° x 1°) as the background initial field, the WRF
numerical model was used to simulate Typhoon Khanun (2017). The simulation time was
from 0000 UTC on 14 October to 0000 UTC on 16 October 2017. This period included the
development, intensification, and northwestern movement of the typhoon after making
landfall in Guangdong. The detailed model configuration scheme is presented in Table 1.
Five simulation domains were used, and the detailed nesting areas are shown in Figure 2.
The flowchart was showed in Figure 3.

Table 1. Summary of different numerical experiments.

Configuration Options
Initial Filed ERADS reanalysis data (1° x 1°)
Nesting Opti DO01: 184 x 150 x 35; D02:331 x 271 x 35;
esting Lptions D03:301 x 232 x 35; DO4: 502 x 472 x 35; D05: 502 x 295 x 35
Center Point (25° N, 121° E)
Resolutions 27 km (d01); 9 km (d02);
3 km (d03); 1 km (d04); 3 km (d05)
The top of
the vertical height 20 hPa
Vertical layers 35

WSMB6; Purdue-Lin; Milbrandt-Yau; WDM6;

Microphysical schemes Thompson; NSSL; Morrison; SBU_YLin; P3

Cumulus Parameterization Grell-Devenyi
Radiation schemes RRTMG
Land-Surface Models Noah
Planetary Boundary YSU

Layer schemes

40°N

35°N

30°N

25°N

20°N

15°N

10°N

105°E 110°E 115°E 120°E 125°E 130°E 135°E 140°E

Figure 2. Map of model domains.

The Purdue-Lin scheme (Lin) is derived from the Purdue cloud model and six species
of hydrometeor (water vapor, cloud water, rain, cloud ice, snow, and graupel) are included,
which are more suitable for research purposes [30]. The WRF single-moment 6-class graupel
scheme (WSMB6) is an extension of the WSM5 scheme, which adds graupel and its related
processes [31]. It is a scheme suitable for high-resolution processes involving ice and
snow. The Milbrandt-Yau 2-moment scheme (Milbrandt-Yau) is a fully double-moment
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scheme that carries graupel and hail as separate species, enabling the depiction of complex
convective weather processes at both mid and small scales [32,33]. The SBU_YLin 5-class
scheme (SBU_YLin) is an adaptation of the Lin scheme. It predicts two types of ice-phase
particles and replaces snow and graupel with ice crystals and sedimenting ice, which
significantly improves computational efficiency [34]. The WRF double-moment 6-class
scheme (WDMBS6) is a double-moment scheme. It adds forecasts for cloud-condensation
nuclei (CCNs) concentrations to analyze aerosol impacts on cloud properties and pre-
cipitation processes [35]. The NSSL 2-moment scheme with CCN Prediction (NSSL) is a
double-moment scheme forecasting average graupel concentration, which ensures a good
distribution of graupel particles even in freezing rain conditions [36]. The Aerosol-aware
Thompson scheme (Thompson) is a bulk microphysics scheme that includes ice and rain,
predicting their number concentrations [37]. The Morrison double-moment scheme (Morri-
son) is a mixed-phase double-moment scheme, accurately forecasting convective weather
and aerosols at small to mid scales. It is suitable for studying aerosol effects on convective
weather [38]. The Predicted Particle Properties scheme (P3) predicts the transition of ice
particles into snow or graupel, which can optionally choose a double-moment cloud to
handle aerosol effects [39]. The Spectral Bin Microphysics scheme (SBM) categorizes cloud
droplets, precipitation particles, and other microscopic particles into various spectral bins
to enhance the precision of describing and simulating the formation and progression of
clouds and precipitation [40]. All the models, microphysical schemes, and datasets utilized
in the study are summarized in Table 2.

(- N
= Integrating Weather Forecasts and Hydrological Models

ECMWF Reanalysis v5 Land use,
DEM, stormwater
collection system layout

Static geographical data

Nash efficiency
Combination of coefficient
parameterization schemes — Adjustment
v Precipitation i{ Existing research
Evaluation of simulated - Observed precipitation
Meteorological
results
elements ¢
\—) Simulated precipitation »| Urban flood model CROEET:::Z ?;;EZI
- J

Figure 3. Framework of integrating weather forecasts and hydrological models.

Table 2. Summary of abbreviations applied in the study.

Item Full Name Reference
Lin The Purdue-Lin scheme [30]
WSM6 The WREF single-moment 6-class graupel scheme [31]
Mllzl;indt The Milbrandt-Yau 2-moment scheme [32,33]
SBU_YLin The SBU_YLin 5-class scheme [34]
WDM6 The WRF double-moment 6-class scheme [35]
NSSL The NSSL 2-moment scheme with CCNs Prediction [36]
Thompson The Aerosol-aware Thompson scheme [37]
Morrison The Morrison double-moment scheme [38]
P3 The Predicted Particle Properties scheme [39]
SBM The Spectral Bin Microphysics scheme [40]
PREs Predecessor Rain Events /
InfoWorks ICM Integrated Catchment Modeling /
WRF Weather Research and Forecasting model /
ERA5 ECMWE (European Centre for Medium-Range Weather /

Forecasts) Reanalysis V5
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3.2. InfoWorks ICM Modeling

InfoWorks ICM 2023.0.0 is drainage model software developed by Innovyze that has
been widely used for urban drainage system assessment and urban flood risk evalua-
tion [41]. It can combine the urban drainage pipe network system model and river model
and more realistically simulate the interaction between the underground drainage pipe
network system and the surface water body. Prior to flood hazard mapping, real historical
flood events were selected for model calibration and validation, which is crucial for reliable
prediction modeling. The InfoWorks ICM simulates the diffusion and transport of stream
flow in a one-dimensional pipeline by completely solving the de Saint-Venant system of
equations. The mathematical expression of the de Saint-Venant equation is as follows:

94 4 9Q _
{E?é 5 (0 oh Q[Q| (1)
of + &(7) +gA(COSGa — SO + 7) =0
where A represents the cross-sectional area of the pipe (m?); Q represents the flow rate
of the fluid (m>/s); t represents the time (s); x represents the length of the pipe along
the direction of water flow (m); g represents the acceleration due to gravity (in meters
per square second); 0 represents the angle between the center line of the pipeline and the
horizontal line (°); & represents the water level (m); Sy represents the slope of the bottom of
the channel; and K represents the water transport rate determined by Manning’s formula.
In the InfoWorks ICM, 540 junctions, 611 conduits, and 517 sub-catchments were built.
The streamflow processes at a block in Haining City were selected as the inflow boundaries
for the model. The values of the main parameters used in the InfoWorks ICM are listed
in Table 3.

Table 3. Parameter attributes of five different types of runoff surfaces [42].

Number
of Flow Flow Generating R Fixed Runoff Initial Initial Runoff
Generatin Surface unoff Type Coefficient Loss Type Loss Value Coefficient
g yp
Surface
1 Roads Fixed 0.9 Abs ! 0.002 0.018
2 Buildings Fixed 0.8 Abs 0.001 0.020
3 Greenery Horton / Abs 0.0030 0.030
4 Bare ground Horton / Abs 0.0025 0.040
5 Others Fixed 0.5 Abs 0.0050 0.025

Note: 1 Abs: Absolute Infiltration Model.

The urban flooding simulations were conducted as follows: First, the generalized pipe
network data were input into the InfoWorks ICM, and software tools were used to check the
connectivity of the pipelines. Next, the divided sub-catchment area data were input into the
model, and the related attributes of different runoff-generating surfaces were input based
on land-use type. An automatic area extraction tool was used to calculate the proportions
of different runoff-generating surfaces in each sub-catchment area. Finally, the precipitation
data were input, and one-dimensional simulation calculations were performed.

3.3. Statistical Methods

The threat score (TS) method is a common meteorological evaluation metric employed
to evaluate the accuracy of precipitation forecasts, focusing on the correct prediction of
positive events (e.g., rainfall) from the total observed positive events, and is calculated
using the number of hits, misses, and false alarms. Correspondingly, a higher TS score
indicates better forecast accuracy.
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The formula for the TS is as follows [43]:

N
TS_Na+Nb+Nc (2)
where N, is the number of samples in which both simulated and observed rainfall appear
within a certain precipitation level; Nj is the number of samples in which the simulations
appear but observations do not; and N, is the number of samples in which the simulations
appear but observations do not.

In addition to the TS method, the statistical methods in Table 4 were applied. The
Nash efficiency coefficient (NSE) was applied for the evaluation of hydrological model
performance [26]. The relative error of peak streamflow (REP) and the absolute error of
the time of peak occurrence (AET), in reference to Gu et al. (2022) [26], were applied. In
reference to Tan et al. (2018) [44], the Pearson correlation coefficient (PCC), root mean square
error (RMSE), and mean bias error (MBE) were used to evaluate the model performance on
temporal scales.

Table 4. Statistical methods applied in the study.

Name (Symbol) Formula Optimal Value
The Nash efficiency )% (Qm 7W)2
ici NSE=1-5— 5 1
coefficient (NSE) N e
Z (Q(x]hs _ Qobs)
The relative error of peak |- Q;”"| .
streamflow (REP) REp = Qops x 100% 0
The absolute error of the time AEt — Tobs _ sim 0
of peak occurrence (AET) P b
Pearson correlation ¥ (Qdts — Q””s) (Q?”” - W)
coefficient (PCC) PCC = S\ 1
\/ (Q 0bs Qob ) Z(Qf’mi Qszm)
Root mean square N 9
error (RMSE) RMSE = \/111 ; (Q?bs - Q?lm) 0
N .
Mean bias error (MBE) MBE = N )y <Q§7bs _ lezm) 0

Notes: Q‘i’bs and Qf”” are the i-th observed and simulated variable; N is the number of observations; and Q°% is
the averaged value of observations. Q%bs is the observed peak streamflow (m®-s~1) and Q;',im is the simulated

peak streamflow (m3-s71). T;bs is the observed time of peak occurrence and T;i"’ is the simulated time of
peak occurrence.

4. Results and Discussion
4.1. Comparative Analysis of Meteorological Elements
4.1.1. Simulation Test of Horizontal Basic Elements

Figure 4a,c show the heat maps of the correlation coefficient and RMSE between the
observed and simulated geopotential heights from different cloud microphysics schemes
at different periods in the outermost domain. The correlation coefficients and errors of
the observed and simulated geopotential heights at the initial moment from the different
schemes were consistent. After 12 h of model integration, the correlation between the
simulation and observations increased and the RMSE decreased. The correlation coefficient
between the observed and simulated geopotential heights from all cloud microphysics
schemes exceeded 98%, and the RMSEs did not exceed 2.4 dagpm. Although the correlation
coefficient of all schemes was approximately 0.97 after 36 h of model integration, the
RMSEs were within 2.4 dagpm, and the geopotential heights simulated by different cloud
microphysics schemes only showed slight differences (Table 2). This indicates that all cloud
microphysics schemes can reproduce the 500 hPa geopotential height fields well.



Water 2024, 16, 2004 9o0f 17

Figure 4b,d show the heat maps of the correlation coefficient and RMSE between
the observed and simulated wind speeds from different cloud microphysics schemes at
different periods in the outermost domain. The correlation coefficient between the wind
speed and the observations at the start of the simulation was higher than 0.98, and the
RMSE was 1.83 m-s 1, indicating that the wind field at the initial time was close to the
observations. On comparing the geopotential heights, as the integration time increased, the
correlation coefficient between the simulated and observed wind speeds decreased, and
the values were approximately distributed between 0.92 and 0.97. The RMSEs between
the simulated and observed values increased, and the values were roughly distributed
between 2.64 and 3.65 m-s 1. Generally, the 500 hPa wind field simulated by different cloud
microphysics schemes was similar to what was observed. Simultaneously, the difference
between each scheme did not exceed 0.2 m-s~! (Table 5), indicating that all other cloud
microphysics schemes can also appropriately reproduce the 500 hPa wind speed.

d (C) _a7
Il 97.05% 47.55% - 210 248
0.983
WSMG -l 97.50% - 270 254 -26
0982
Milbrandt_RRTEA 97.50% - 270 247
0981 23
SBU_Lin SZEI) 97.50% - 270 249
o 0.980 G
g 0 o £ 24
5 wome RIS ¥7.52% - 2w 252
3 -0979 2
NS 07.08% 97.50% - 27 254 23
- 0978
Thompson | L4 97.51% - 27 251
- 0977 12
Morrison | L0 97.57% - 270 246
- 0976 2
p3 T 97.54% - 270 252 :
1 [ 1 - 0‘975 1 [l 1
00:00 1200 00:00  12:00 0000 1200 00:00  12:00
10/14 10115 10/14 10115
2017 2017
Time(UTC) Time(UTC)
b
Lin 93.82% 0189% | 93.82% 098 329 284 310 321 s
WSM6 93.64% 911%  92.29% 335 283 329 3,59
097 ~1325
Milbrandt 04.25% 0405%  93.69% 320 275 332 325
$BU Lin 93.96% 9TT% | 94.20% 09 327 204 114 3.05 300
5 woMe 93.83% 9370%  93.57% | 05 328 293 346 327 275
%
NSSL 93.82% 94.14%  92.50% 331 268 324 3.50 .
- 094 '
Thompson 94.07% 9379%  93.44% 324 264 334 3.8
225
Morrison 94.25% 93.99%  93.60% - 093 319 330 321
2.00
P3 93 84% 9373%  9183% . 183 330 341 3.65
[ 1 [ 1 1 o [ 1 [l 1 1
00:00 1200 00:00  12:00  00:00 0000 1200 00:00  12:00  00:00
10/14 10/15 10/16 10/14 10/15 10/16
2017 2017
Time(UTC) Time(UTC)

Figure 4. Statistical results of meteorological elements in the d01 area simulated by different
cloud microphysics schemes at different time periods: (a) correlation coefficient between simu-
lated 500 hPa geopotential height and observations; (b) root mean square error between simulated
500 hPa geopotential height and observations (dagpm); (c) correlation coefficient between simulated
500 hPa wind speed and observations; (d) root mean square error between simulated 500 hPa wind
speed and observations (m-s~1).
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Table 5. Averaged correlation and root mean square error of meteorological fields between the

observations and simulations from different cloud microphysics schemes.

Variables Methods Lin WSMé6  Milbrandt-Yau S]i[i'L—Y WDMé6 NSSL Thompson  Morrison P3
Geo-potential PCC 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98
height field RMSE 2.37 242 240 237 2.41 241 2.39 2.37 242
Wind field PCC 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95
nd e RMSE 2.85 2.98 2.87 2.85 2.95 291 2.87 2.85 2.97
Temperature PCC 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
p RMSE 0.82 0.82 0.80 0.75 0.89 0.80 0.83 0.77 0.84
Water vapor PCC 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
mixing ratio RMSE 0.65 0.62 0.68 0.61 0.64 0.67 0.66 0.63 0.64

4.1.2. Simulation Test of Vertical Basic Elements

Figure 5a,c show the heat maps of the correlation coefficient and RMSE between
the observations and the temperature fields. This study interpolated the simulations of
different cloud microphysics schemes in different periods to the four observation stations of
Hangzhou, Baoshan, Hongjia, and Quzhou, and simulated averaged values were compared
with the observations. All scheme simulations captured the observed temperatures during
different periods. The correlation coefficient between simulation and observations was close
to 0.99, and the RMSE value was less than 0.5 °C. Especially at 0000 UTC on 16 October,
the WDM®6 scheme simulated the temperature closest to the observations, with an RMSE
of 0.21 °C, followed by WSM6, NSSL, Lin, and Milbrandt-Yau schemes, which also well
reproduced the observed temperature.
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Figure 5. Statistical results of meteorological elements between observations and simulations simulated
by different cloud microphysics schemes at different time periods at four basic meteorological stations in
Hangzhou, Baoshan, Hongjia, and Quzhou: (a) correlation coefficient between the simulated temperature
and observations; (b) root mean square error between the simulated temperature and the observation
(unit: °C); (c) correlation coefficient between the simulated water vapor mixing ratio and observations;
(d) root mean square error between the simulated water vapor mixing ratio and observations (g~kg*1).
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Figure 5b,d show heat maps of the correlation coefficient and RMSE between the
simulated water vapor mixing ratio and the observations. The simulation results of dif-
ferent cloud microphysics schemes were interpolated to the four observation stations of
Hangzhou, Baoshan, Hongjia, and Quzhou, averaged for different periods, and compared
with the observations. The related coefficients of the water vapor mixing ratio of all schemes
decreased slightly after 12 h integrations, and the simulations of different cloud microphys-
ical schemes for the temperature and water vapor mixing ratio at different stations were
generally preferable. The correlation coefficient was greater than 0.99 and the RMSE was
0.54-0.75 g-kg~!. Overall, the performance of the NSSL scheme was relatively stable.

4.2. Analysis of Precipitation Simulation Results
4.2.1. Comparison of Precipitation Simulation Results

Figure 6 shows the 36 h cumulative rainfall and simulation results from 0000 UTC on
14 October to 0000 UTC on 16 October 2017. A comparative analysis of the simulated and
actual precipitation was conducted as follows. Figure 6k shows that after Typhoon Khanun
made landfall, heavy precipitation was mainly concentrated in the Yangtze River Delta
region (heavy rain area A) and eastern Zhejiang Sea (heavy rain area B). The maximum
rainfall at 36 h exceeded 400 mm, and the distribution of heavy precipitation areas was
generally consistent with the coastline. In general, the WDM6 scheme underestimated
heavy rainfall in Zhoushan, whereas the other eight cloud microphysics schemes generally
reproduced both heavy rain areas A and B, whereas the spatial distribution showed certain
differences. Specifically, the coverage area of heavy rain Zone B was overestimated by
all nine cloud microphysics schemes. In particular, the area coverage of heavy rain Zone
B by Milbrandt-Yau, WDMB6, and SBM was significantly overestimated. In contrast, the
values simulated by Purdue-Lin, WSM6, SBU-YLin, and NSSL schemes were closer to the
observations. Generally, in terms of intensity and rainfall area, the NSSL scheme was the
closest to the observations, followed by the Purdue-Lin scheme and WSM6 scheme.

4.2.2. Precipitation Simulation Test

To quantitatively analyze the precipitation simulations from nine different cloud
microphysics schemes and further examine the impact of cloud microphysics schemes
on precipitation simulations, the simulated 36 h precipitation was interpolated to the
observation stations and evaluated using the TS method. Considering that the maximum
36 h accumulated rainfall of the typhoon exceeded 400 mm, the precipitation was divided
into six levels, as shown in Table 6.

Table 6. Different precipitation levels.

Rainfall Level 24 h Cumulative Rainfall (mm)
Light rain >0.1
Moderate rain >10
Heavy rain >25
Torrential rain >50
Heavy torrential rain >100
Extreme torrential rain >250

The TS scores of the nine microphysics schemes showed that different cloud mi-
crophysics schemes generally reproduced light rain well, and the TS values gradually
decreased from light rain to extreme precipitation levels (Table 7). Previous research
shows that extreme precipitation associated with PREs generally occurs in a local area
and covers a small spatial range [45] (Yuan et al., 2018). Meanwhile, the accurate pre-
diction of local heavy rainfall is not only related to cloud microphysics, but also relies
on the resolution of models [46] (H. Xu, Li, Yin, Zhou, et al., 2023), and the moisture
transport at the lower-to-mid levels will also affect the simulation results of extreme precip-
itation events [47] (Liu et al., 2023). As rainfall increased, the disparity in TS values among
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various schemes progressively increased, indicating that the precipitation magnitude in-
creased the sensitivity of the model to cloud microphysical processes. Overall, neither the
single-moment nor double-moment microphysical scheme was ideal for simulating heavy
precipitation, and the TS results of extremely heavy rainstorms were all lower than 0.12.
After excluding the first 12 h of the model start-up time, the simulation improved to varying
degrees, except for the Lin scheme. For moderate rainfall, the SBU_YLin scheme yielded
preferable simulation results. For heavy rain and above, the NSSL scheme was generally
better than the other schemes, indicating that the NSSL scheme has certain advantages for
heavy rainfall simulations. Although WDMS6 exhibits certain advantages in simulating
heavy rainfall, it failed to capture heavy rainfall in the Yangtze River Delta region. Consid-
ering the averaged TS values and spatial distributions of rainfall, the NSSL, WSM6, and

Lin schemes generally reproduced the PRE rainfall well.
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Simulated cumulative rainfall from 1200 UTC on 14 October to 0000 UTC on

16 October 2017 with (a) Purdue-Lin, (b) WSMS6, (c¢) Milbrandt-Yau, (d) SBU-YLin, (e) WDMS6,
(f) NSSL, (g) Aerosol-awared Thompson, (h) Morisson with aerosol, (i) P3, (j) SBM schemes, and that
of (k) observations. The stars represent the locations of the cities. The rectangle represents the heavy

rainfall domains mentioned in the context.
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Table 7. Threat score (TS) of different levels of precipitation for different microphysical schemes from
1200 UTC, 14 October to 0000 UTC, 16 October 2017.

Milbrandt- SBU_

Precipitation Lin WSM6 Yau YLin WDMe6 NSSL Thompson  Morrison P3 Averaged
Light rain 0.99 0.99 0.99 0.99 0.96 0.99 0.99 0.99 0.99 0.99
Moderate rain 0.77 0.78 0.81 0.85 0.74 0.76 0.78 0.80 0.75 0.78
Heavy rain 0.74 0.73 0.66 0.71 0.72 0.75 0.76 0.72 0.70 0.72
Torrential rain 0.56 0.56 0.46 0.54 0.60 0.60 0.52 0.51 0.58 0.55
Heavy 043 0.49 0.38 0.42 0.54 0.53 035 0.39 041 0.44
torrential rain
Extreme 0.11 0.11 0.09 0.11 0.11 0.12 0.10 0.09 0.12 0.11
torrential rain
Averaged 0.60 0.61 0.57 0.60 0.61 0.63 0.58 0.58 0.59 0.60

Note: Red denotes the best, bold denotes the secondary best.

4.3. Analysis of Streamflow Simulation Results

The precipitation histogram in Figure 7a shows the 6 h cumulative precipitation every
6 h. This shows that peak precipitation occurred on 15 October, which is consistent with
the real peak precipitation time. The SBU_YLin, WSM6, and Thompson schemes simu-
lated higher precipitation than those of other schemes, whereas NSSL, Lin, Morrison, and
Milbrandt-Yau schemes overestimated precipitation at 06:00 UTC, 18:00 UTC, 06:00 UTC,
and 06:00 UTC on 15 October, respectively. Precipitation from the P3 scheme was the
closest to the 6 h cumulative precipitation. Figure 7b shows the hourly streamflow from
the InfoWorks ICM in the simulation area; the response time to the precipitation input was
approximately 6 h. The live flow had two peaks at 0800 UTC and 2000 UTC on 15 October,
with a maximum value reaching 15.35 m3-s~!. The SBU_YLin and NSSL schemes generally
captured both peaks, although the second peak was simulated in advance and the values
were underestimated. The WDM6 and Lin schemes simulated the peaks, although the
simulated flows between the two peaks were significantly overestimated. The WDM6
scheme underestimated the first peak flow, and the second peak was simulated in advance.
The Lin scheme accurately captured the two peak flows, although the peak flow time was
slightly delayed. The Thompson, Morrison, and WSM6 solutions captured both peaks but
were delayed, underestimating the first peak and overestimating the second peak. The
Milbrandt-Yau and P3 schemes performed well for peak flow and process flow, and the
flood peak time was slightly delayed. The Milbrandt—Yau and P3 schemes slightly over-
estimated and underestimated the observations, respectively. Therefore, considering the
peak time and flow processes, streamflow simulations of the Morrison and P3 schemes are
generally preferable. The good performance of Morrison may be attributed to the realistic
simulations of raindrops benefiting from the predictions of intercept parameters [38]. It
is worth noting that P3 performs relatively the best in terms of flow simulations. The
better performance of P3 may be attributed to the realistic time series of precipitation
simulations, and this may be further attributed to the realistic prediction of ice particles as
a result of the predictions of bulk rime mass fraction and density of rimed ice mass [39].
To quantitatively analyze the differences between the simulations of nine different cloud
microphysical schemes in the InfoWorks ICM model and further compare the impact of
cloud microphysical schemes on pipe network flow simulations, the hourly flow of the
pipeline throughout 36 h was evaluated using statistical methods.

Except for the correlation coefficients of the SBU_YLin and Morrison schemes, which
were lower than 0.42, the results of the schemes reached 0.5 and above. Among these, the
P3 scheme reached 0.73, followed by Thompson, WDM6, and WSM6. The average devia-
tion value indicates that all scheme simulations overestimated the streamflow observations,
which was mainly due to the overestimated precipitation input to the model. Simultane-
ously, P3 also showed the minimum RMSE and maximum NSE at 2.6 and 0.48, respectively,
indicating the high credibility of its simulations. Simulations of schemes other than WSM6
were generally credible; however, the error in the process simulation was large. The REP
simulated by the WDM®6 scheme was 2%, and the simulation was the best, followed by the



Water 2024, 16, 2004

14 of 17

SBU_YLin, Lin, and NSSL schemes. The error for the P3 scheme was 26%. Thompson and
WSM6 showed a minimum absolute error of 1.0, followed by the P3 and Lin schemes. From
Figure 7b, this can be attributed to the overestimation of the second peak flow, which finally
misjudged the flood peak. Both the P3 and WDM®6 schemes fit the observed temporal pat-
terns. Considering all the statistics together, the WDM6 scheme reproduced the flood peaks
well but poorly simulated process flows, whereas the Lin and NSSL schemes were better at
simulating process flows. The P3 scheme exhibits better performance than most of the other
schemes applied in the study, excelling in both precipitation and hydrological simulations
in the Haining county of Jiaxing in this study. The reasons for the best performance of P3
may be as follows. First, the advantages of the P3 microphysics scheme may account for it.
Specifically, the P3 scheme avoids using artificial processes (e.g., auto-conversion), and it
also uses a continuum of particle properties, limiting potential errors due to artificial thresh-
olds [39]. This potentially results in the satisfactory simulations of total rainfall amounts
and spatial variations in precipitation. In general, the P3 scheme is the best because it
captures both flood peaks and flow processes well.
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Figure 7. Time series of precipitation and streamflow simulated by different microphysical schemes
in Haining district: (a) simulated incremental 6 h precipitation; (b) regional streamflow from the
InfoWorks model, unit is m3/s.

5. Conclusions and Discussions

This study used the WRF model to simulate the precipitation process of PREs related to
Typhoon Khanun (2017) based on different cloud microphysical parameterization schemes.
The InfoWorks ICM model was used to simulate the urban flooding process in Haining
City during heavy rainfall, and the following precipitation results were evaluated as
coupling variables:

(1) Based on the precipitation evaluations of the above examples, the 36 h rainfall dis-
tribution simulated by the NSSL and Lin schemes exhibited better results than those
of other cloud microphysical parameterization schemes. The TS score results con-
firmed the above conclusion and indicated that the NSSL scheme is optimal. However,
when applied the simulated precipitation from NSSL to the InfoWorks ICM model to
simulate flooding, the results were not optimal.

(2) The InfoWorks ICM was used to establish an urban stormwater model for the study
area. The results show that the P3 scheme is the best for simulating the flood peak and
process flow, indicating that the model is more sensitive to rainfall process changes
due to input precipitation and that the precipitation process of the WRF simulation
results requires further comparison and evaluation.

(8) The atmospheric-hydrological model adopts a one-way coupling method with precip-
itation as the coupling variable. The results show that the optimal solution P3 exhibits
an RMSE, correlation coefficient, and NSE of 2.6, 0.73, and 0.48, respectively.
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Compared with the combined configuration of various physical parameters in WREF,
the primary focus of this study was to analyze the impact of cloud microphysical schemes
on broader atmospheric-hydrological processes. The current study found that several
schemes, such as NSSL, which had higher precipitation simulation results, output precipi-
tation for use in hydrological models to simulate flooding, and the results were not ideal.
This is because the evaluation of precipitation results using the TS score mainly considers
the intensity and spatial distributions of precipitation, ignoring the precipitation process
that has a greater impact on urban flooding. The precipitation output of the P3 scheme with
an average precipitation score performance is the best for the flooding simulation. This
shows that, in future precipitation simulations, the intensity, landing area of precipitation,
and time at which heavy precipitation occurs need to be comprehensively considered. Cou-
pling meteorological models with urban flooding models must be considered to improve
the accuracy of urban flooding simulations. The results indicate that merely selecting a
precipitation scheme based on rainfall score is insufficient for rainfall applications in the
hydrological models. When utilizing WRF simulation results for flood simulations, it is
imperative to conduct a comprehensive evaluation of the simulated precipitation using
various schemes as inputs in hydrological models, along with their corresponding sim-
ulated flows. This involves assessing the total precipitation amount, the timing of peak
precipitation, and the spatial trends in precipitation.

In general, owing to the limitations of the calculation conditions and observational
data, a case simulation of the PRE of Typhoon Khanun was conducted. As the conditions
improve in the future, more cases can be selected for examination to obtain more valuable
research results.
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