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Abstract: Bed irregularities of water bodies play a significant role in many hydraulic and river
engineering experiments and models. Accurate measurement of river geomorphology requires great
fieldwork effort. Optimizing the dataset size of measured points will reduce the time and costs
involved. In this study, the geomorphology of a gravel bed river reach was measured using different
spatial acquisition methods. Digital elevation models were created for each measurement method and
the volumes of under/overestimation were calculated. The results show that the sampling methods
had more effect on the accuracy of the interpolated geomorphology than the density of the measured
points. By choosing an optimized sampling method, the measurement efforts decreased to less than
50%, with negligible errors of around 15 m3 and 10 m3 over and underestimation, respectively, in a
water body area of around 2200 m2. These findings help to provide more accurate geomorphological
data with less effort as inputs for experimental and numerical models to derive better results.

Keywords: gravel-bed river; river engineering experiments and models; geomorphology; surveying
methods; digital elevation models

1. Introduction

Detailed and accurate bathymetric measurements of riverbeds are as important as
measurements of hydraulic parameters [1,2]. The initial use of riverbed measurements is to
evaluate the wetted area, perimeter, hydraulic radius, average water depth, and bed slope,
which are the most important parameters in many formulas and models to evaluate the
hydraulic parameters of rivers. In addition to these parameters, dense measurements of
riverbeds provide useful information about riverbed fluctuations and bedforms. These
data are useful for roughness calculation and the lives of aquatic animals, on one hand.
On the other hand, they provide spatial and temporal information about the morpholog-
ical changes, volumes of sediment deposition and erosion, and locations of scour and
fill [3,4]. Understanding the volume of transported sediment is important for evaluating
the hydro-geomorphological regime of the rivers located downstream of dams in response
to the water–sediment regulation schemes, such as the study of [5]. It is also important in
cases where there is a reservoir downstream of the river for evaluating the filling rate of
the reservoir. Transported sediments increase the filling rate and decrease the reservoir
capacity by approximately 1% per year [6,7]. Detailed bathymetry measurements provide
useful information about the roles of flow characteristics, turbulence characteristics, and
secondary currents in sediment transport under different conditions, which are, at the
moment, unknown [8]. Although there are different measurement methods and numerical
models and devices for sediment transport measurements, topo-bathymetric surveys are
the most accurate method and are useful for model and measurement device calibrations.
This method is commonly used for measurements of reservoir capacity and to calculate
filling volumes due to sediments [9]. The aforementioned information shows the impor-
tance of bathymetric measurements in river engineering, water management, and echo
hydraulic applications.
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To measure river bathymetry, the height of every point as well as the surface X–Y
coordinates of the point are measured. Terrestrial laser scanning, synoptic remote sensing,
airborne photogrammetry, and light detection and ranging (LiDAR) provide very dense
and spatially distributed point clouds of riverbeds. These devices are applicable in seasonal
rivers when there is either no water in the river or shallow clear water [10–12]. These devices
have a much greater range of errors associated with individual point elevations [13]. In
deep rivers or rivers carrying suspended loads, such as Alpine rivers, these devices are
not useful and ground-based methods (total station theodolite and RTK-GPS/dGPS) are
required [2].

The measured points are used to create a digital elevation model (DEM) of the study
area. DEMs are mainly used in fluvial geomorphology research to assess and quantify
morphological changes and sediment budgets using repeated topographic surveys [14–17].
If other parameters are measured, then digital terrain models (DTMs) are created. DTMs are
important for many other water-related analyses, such as the distribution of velocity along
the river [18], or parameters related to the hydrodynamic processes of aquifer systems,
such as the studies of [19,20] as a few examples. DEMs are created based on the idea that
the unmeasured areas can be interpolated using the measured points. There are different
interpolation methods that affect the accuracy of extracted DEMs, e.g., Delaunay triangu-
lation (DT), inverse distance-weighted function (IDW), kriging, local polynomial, spline,
etc. [2]. The aforementioned methods are not only used for bathymetry measurements,
but also for calculating the spatial distributions of hydraulic parameters, such as water
velocity, shear velocity, etc. For example, kriging can be used as an interpolation method for
presenting the spatial distributions of the hydraulic parameters of a gravel-bed river [21].
The quality of the bed fluctuation DEMs affects the output of the flow simulations [22] and
accurate volumetric estimations of channel changes [23]. There have been many studies
investigating different methods of geostatistical analyses to obtain accurate DEMs from
surveyed points [7,13,24–27]. Erdogan 2009 [28] related DEM quality to three main factors:
(i) the accuracy, density, and distribution of the source data; (ii) the interpolation process;
and (iii) the characteristics of the surface. For a similar surface and interpolation method,
DEM error is also a function of the (i) data point measurement accuracy; (ii) measured
point density to represent the surface; and (iii) field survey strategy [29]. The latter two
parameters depend on the field sampling strategy.

A dense bed measurement strategy represents the shape of landforms accurately.
Dense surveying using ground-based devices is very time-consuming and costly, requires
highly qualified personnel, is applicable for reaches with limited vegetation, and, in some
cases, is dangerous [2]. Reducing the measured point densities increases errors, especially
when the goal of measurement is to evaluate the volume of erosion/deposition or to
calculate accurate dimensions of bedforms. To have a balance between point density
and accuracy, measurement strategies must be presented. The investigation of different
surveying strategies suggested morphological methods based on break lines to improve the
accuracy of DEMs [2,13]. Break lines are defined as a topographic break in the cross-section
of a slope, such as a bank top, toe slope, or thalweg [2]. Therefore, these methods are based
on the initial knowledge of the reach’s topography and differ between various case studies.
For deep rivers with unclear water where information about break lines is missing, these
methods do not work properly. Therefore, there is a need to introduce a measuring method
that is independent of the bed morphology, can be applied under every condition, and has
available information about its error.

In all studies, data are measured along discrete or continuous lines. Examples of
discrete lines are measurements that are conducted along cross-sections with different inter-
vals of 5 m to more than 100 m [30–32]. Another example of discrete lines is measurements
along longitudinal sections, which are increasingly being used [18,33]. Continuous lines are
also measurements conducted along a serpentine/zigzag path [21,31,34,35]. The interval of
the lines is not similar in all studies and differs based on the working load and the required
accuracy. Therefore, there is not enough information about the accuracy of each method or
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the optimum interval for the measured lines. Applying an appropriate surveying method
has more effects on the accuracy of the results than the interpolation method [2,13]. On one
hand, there is also a gap in the literature regarding which information about the determina-
tion of the optimal data-collection strategy is missing [18]. On the other hand, in studies
that investigated the effects of sampling strategies and interpolation methods, it has been
mentioned that more studies are required to determine if the results can be transferred to
other rivers or not [36].

To address these gaps, we focus on the measurement strategies and the corresponding
errors. A gravel-bed river reach was selected. River bathymetry was measured in a dense
grid and assumed to be a reference riverbed. The novelty of this study is that different
methods of measurement, such as zigzag, cross-sectional, and longitudinal measurements,
with different intervals were tested. DEMs of the riverbed were created and the volumes of
under/overestimations were calculated for each method. The findings of the present study
will be useful in (i) determining the optimum method and interval of measurement points,
(ii) saving time and money for each measurement campaign, and (iii) having an overview
of the approximate errors of the created DEMs in different measurements.

2. Materials and Methods

The selected reach was from a permanent river in northern Iran with a gravel bed.
Descriptions of the reach are presented in Table 1. For safety reasons, the maximum water
depth and flow velocity in all measured areas were less than 1 m and around 1 m/s,
respectively. Owing to the existence of a storage dam upstream of the study reach, there
was almost constant discharge in the river during the measurement periods. As a result,
the water surface was almost constant during all measurements. Owing to the suspended
sediment load, the riverbed was not visible, even at a flow depth of less than 30 cm.

Table 1. Description of the selected reach.

L 1 (m) W 2 (m) h 3 (m) U 4 (m/s) Q 5 (m3/s) d50
6 (mm)

90 24 0.3 0.8 5 30

Notes: 1 Length of the reach; 2 average width of the reach; 3 average water depth; 4 average flow velocity;
5 discharge during measurements; 6 median size of bed materials for which 50% are larger than it.

An STS752 6L Sanding theodolite total station with accuracies of 2 s and 2 mm for angle
and length readings, respectively, was used to measure the river bathymetry. Therefore, the
water depth and velocity did not affect the results. The 3D coordinates of each point were
measured in a grid of 1 × 1 m2. Ropes were used along the width of the river to maintain
longitudinal intervals. The ropes were marked every 1 m to maintain transverse intervals.
It was assumed that the bathymetry obtained from this surveying point cloud represented
the riverbed with no error. In this study, 22 different acquisition methods were used in
around 10 days. These methods were categorized into 5 groups. The first group included
4 methods in which the dimensions of the measured grids increased from 2 × 2 to 5 × 5 m2

(Figure 1).

Water 2023, 15, x FOR PEER REVIEW 4 of 20 
 

 

 
Figure 1. Regular measurement grids with dimensions of 1 m2, 4 m2, 9 m2, 16 m2, and 25 m2 from 
left to right. 

If boats are used to measure bathymetries or hydraulic parameters, it is possible that, 
along the boat path, the interval of measurement points is very small. This occurs when 
moving-boat acoustic Doppler current profilers (ADCP) are used (e.g., in [21,31,32]). For 
these devices, the distance between the measured points along the boat path is too close, 
and the accuracy of measurements depends on the movement of the boat. In the next 3 
groups, which contain 14 methods, it is assumed that a moving boat device is used to 
measure the bathymetry. The scheme of these methods is presented in Figures 2 and 3. 

 
Figure 2. (a) Cross-sectional measurements with a point interval of 1 m along the path for cross-
sectional intervals of 1 m, 2 m, 3 m, 4 m, and 5 m; (b) longitudinal measurements with a point inter-
val of 1 m along the longitudinal path and transverse intervals of 2 m, 3 m, 4 m, 5 m, and 6 m. 

Figure 1. Regular measurement grids with dimensions of 1 m2, 4 m2, 9 m2, 16 m2, and 25 m2 from
left to right.



Water 2023, 15, 1719 4 of 20

If boats are used to measure bathymetries or hydraulic parameters, it is possible that,
along the boat path, the interval of measurement points is very small. This occurs when
moving-boat acoustic Doppler current profilers (ADCP) are used (e.g., in [21,31,32]). For
these devices, the distance between the measured points along the boat path is too close,
and the accuracy of measurements depends on the movement of the boat. In the next
3 groups, which contain 14 methods, it is assumed that a moving boat device is used to
measure the bathymetry. The scheme of these methods is presented in Figures 2 and 3.
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Figure 2a,b shows that the surveying points were measured at cross-sections and
longitudinal sections, respectively. The interval of the sections increased from 2 m to 5 m
and 2 m to 6 m for the cross- and longitudinal sections, respectively. Zigzag measurements
were based on the movements of the boats or the surveyor. The last method for zigzag
measurement was independent of the length of the reach—the surveyor starts from a bank,
a cross-section is measured, and at the next bank, zigzag movement starts. They continue to
half of the river reach and then to the same bank at the ending location of the reach. Then,
from that location, a cross-section is measured again. In this study, the measured points
along the lines had an interval of around 1 m for all methods in these 3 groups, while in
the moving ADCPs, it could reach around 10 cm based on the ADCP type and boat speed.
The last group contained 3 methods that could be used when time and safety are more
important (Figure 4). To achieve very quick measurements or traditional one-dimensional
(1D) modeling applications, cross sections are used to describe river bathymetry [37]. For
this purpose, three cross-sections at the upstream, middle, and downstream locations of
the reach were chosen. In some cases, one to three additional longitudinal profiles were
also measured (Figure 4).
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3. Results
3.1. Different Interpolation Methods

DEMs were created by the interpolation of unmeasured areas in the study reach. The
most common and best interpolation methods used in fluvial geomorphology are the
triangular irregular network (TIN) and ordinary kriging (OK) [13]. In this study, both
methods were used to create DEMs from regular grids of 1 × 1 m2 and 5 × 5 m2. Figure 5
shows the differences between both interpolation methods. Figure 5a shows that, in a
dense measurement survey, there was not a dramatic difference between the TIN and
OK. By decreasing the density to 5 × 5 m2, OK produced smoother DEMs and performed
better than the TIN (Figure 5c). Although the smoothness of a DEM is not the governing
parameter, resulting in the lowest difference in the DEM of difference (DoD) is the main
parameter. Based on Figure 5b,d, DEMs created by TIN resulted in a lower difference than
OK. This shows that TIN was better than OK for grids with lower point density. Therefore,
further analysis of the surveying methods was conducted using TINs. The created TIN was
then converted to a raster with dimensions of 0.25 m2 using the linear method. The bed
topography extracted from the 1 × 1 m2 measurement was considered to be the base map
and represented the real morphology of the bed.
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3.2. Regular Grid Methods

Figure 6 shows that, by reducing the point density, although some details were missing,
the overall shape of the riverbed, including the locations of pools, riffles, and bedforms,
was still detectable. All DEMs showed that the upstream of the reach had a bed elevation
of around 99.9 m and, going downstream, the elevation of the left bank decreased to 99 m.
The decrease continued further downstream and reached a value of 98.7 m. There was also
a small area of 50 m2 to the right in the upstream part of the reach with an elevation of
99.1 m—all DEMs showed this area very well. Although more details are presented in the
1 × 1 m2 and 2 × 2 m2 grids, the other grids show the area and depth of these locations.
Overall, Figure 5 shows that, in the selected gravel-bed river, by decreasing the point
density and using wider measurement grids, the overall shape of the riverbed could be
measured and erosion and deposition areas were presented. The average elevation of the
riverbed was also calculated with some small percentages of errors. However, the pattern
of the riverbed was presented properly. The percentages of the errors will be calculated
further. The grids presented in Figure 5 are useful when ground-based measurement
devices are used.
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3.3. Cross and Longitudinal Section Methods

Figure 7a,b shows the extracted DEMs from cross-sectional and longitudinal mea-
surements, respectively. Figure 7a shows that, in the cross-sectional measurements, by
increasing the interval to 4 m, details could be presented properly. By increasing the dis-
tance of the cross sections to 5 m, some breaks were created, especially in regions near the
banks. A similar pattern existed for the 2 and 3 m intervals in the longitudinal measure-
ments. If the distance between the longitudinal sections increased to 4 m or above, fewer
details were presented and the created DEM was not very accurate.

3.4. Zigzag Methods

In some locations, such as lakes and wide channels, it is hard to keep the line in a
longitudinal or transverse direction because of the long distance between the starting and
ending points of each section. To reduce the measurement effort and the measured point
density, zigzag measurements were used. The results are presented in Figure 8. Zigzag
measurements are very useful, especially when echo sounders and ADCPs are used for
bathymetry measurements. Figure 8 shows the accuracy of different zigzag measurement
methods. The one-meter zigzag and two-meter zigzag methods showed the details of the
riverbed. By increasing the wavelength, fewer details were measured, especially near the
banks. For the 3 m zigzag method, small areas near the banks showed more errors. By
increasing the wavelength, these areas became larger and extended to the center line of the
channel. Apart from that, all zigzag measurements showed their capability to measure the
overall details of channel bathymetry.
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3.5. Large-Scale Methods

There are other types of measurements when details are less important and large-scale
monitoring has more priority. In these cases, the measurements are conducted following
cross-sectional methods with large intervals. To check the accuracy of these methods, three
cross-sections were measured in the selected reach and the DEM was created using the
measured cross-sections. Another method was to measure one to three longitudinal sections
in addition to three cross-sections to determine how they improved the accuracy of the
results. Another method in Figure 9 was the use of zigzag measurements as a replacement
for cross sections and longitudinal lines. It proposed that, not only could the middle part of
the channel, but also regions near the banks, be measured. Figure 9 shows that the four
methods did not show many details of the riverbed, no bedforms were detected, and the
locations of bars or pools and riffles were presented very roughly. The only use of these
measurements would be to calculate the slope of a channel and an approximate location of
large-scale phenomena with no accurate 3D dimensions. These methods are also used for
1D software calibrations. Among these four methods, three cross-sections in addition to
three longitudinal cross-sections seemed to be more accurate and showed more details in
comparison with the other three methods.
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3.6. Measurement Errors and Durations of Each Method

Figures 6–9 show the 3D elevation models of the reach using different measurement
methods. These figures show how different methods presented the bathymetric details
of a gravel-bed river. Although some methods showed enough detail, the estimation
of the percentage of error would be necessary. Figure 10 presents the accuracy of each
measurement method, as well as the point density and amount of fieldwork required. The
1 × 1 m2 measurement method had a point density of 1.14 points per square meter, with
a measurement duration of 10 h. Figure 10 shows that, by using the 1 m zigzag method,
the fieldwork decreased to around 60 percent (it took 6 h to conduct measurements). The
measurement of only three cross-sections also took 30 min. Figure 10 shows that, although
the measurement methods were different, for some methods, the measured point density
and fieldwork did not change dramatically. For example, 1 × 2 m2 had similar point density
and fieldwork to the 2 × 1 m2 method.

Previous studies used statistical parameters to evaluate the accuracy of each acquisition
method [36], but in this study, we used the volumes of the under/overestimation of the
riverbed to evaluate the accuracy of each method (Figure 10). This parameter is important
in sedimentation studies, where the calculation of the amount of eroded or deposited
sediments is important. Figure 10 shows that increasing the point density in some methods
did not necessarily decrease the error. The method including three measured cross-sections
and one longitudinal profile is a good example of this. Although three cross-sections
with one longitudinal section had higher point density than the zigzag method, for a
grid of 5 × 5 m2 and three cross-sections, the volumes of overestimation were much
higher than those of every other method. Figure 10 also shows that the volumes of
overestimation were much higher than the volumes of underestimation. On the other
hand, the volumes of overestimation in regions near the banks were similar to the volumes
in the central region. Although the right and left bank regions occupied 24 and 17 percent
of the whole studied area, respectively, the calculated volumes of errors in these regions
were similar to those of the central 59 percent of the reach. Figure 10 shows that increasing
the measured points did not necessarily increase the accuracy of the DEMs. Comparing
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cross-sectional and longitudinal grids showed that cross-sectional grids were more accurate
than longitudinal grids. Figure 10 also shows that regular grids had better performance
than the longitudinal and cross-sectional measurements, although they could decrease the
measurement fieldwork to a greater extent than the other methods.
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in addition to measured point density and fieldwork (black line).

Figures 11–13 show the locations of errors in different methods. Figure 11 shows that,
by increasing the grid dimensions, the banks will be overestimated by about 20 cm. The
areas of underestimation mostly occurred in the center of the reach, and the maximum
depth difference was 20 cm in very small areas.
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Figure 12a shows that the longitudinal methods provided good information in the
central regions. By increasing the interval between the longitudinal lines, the error increased
to more than 20 cm, especially near the banks. Figure 12b shows that all cross-sectional
measurement methods had fewer errors eventually when the distance between the two
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cross-sections increased to 5 m and the fieldwork decreased to 2 h. In this measurement
method, the areas where the bed elevation difference was less than 5 mm were larger than
those in other methods. The only issue was in some small areas near the banks, which had
an error of around 20 cm.
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Figure 13a shows that zigzag measurements had small errors, especially with small
wavelengths. By increasing the wavelength to 5 m, the errors increased significantly near
the banks.

Figure 13b shows that large-scale methods did not provide accurate results. All
methods had large areas with errors of more than 20 cm. The method with three cross-
sections and one longitudinal section showed overestimation, while the other methods had
both overestimated and underestimated areas, with a depth deference of around 20 cm.

4. Discussion
4.1. Interpolation Methods

Figure 5 shows that, for very dense point measurements, there was no difference
between the interpolation methods, which was similar to the findings of Bengora et al.,
2018 [7]. By decreasing the point density, the quality of the produced DEMs was affected
by interpolation methods. For the scattered point density, OK showed smoother DEMs.
Other studies also suggested that ordinary kriging (OK) could accurately predict hydraulic
features, bathymetry, sediment flux, flow, and process variance in the anisotropic nature of
hydraulic structures and channel shapes [18,21,36,38,39]. Although OK presented smoother
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DEMs, the difference in the DEMs with a 1 × 1 m2 grid indicated the better performance
of TINs. These observations are consistent with those of Puente and Bras (1986) [40]
and Bengora et al., 2018 [7], who showed that kriging may result in important under or
overestimation of the prediction error when the size of a dataset decreases. Other studies
also found TINs to be more reliable and well-suited to discontinuous shapes and breaks in
slope [41,42]. Figure 5 also shows that TINs performed better than OK for banks with steep
slopes. The results support the findings of Heritage et al., 2009 [13] regarding the use of
TINs as the best interpolator in fluvial environments. The TIN itself is particularly prone
to misrepresenting surface topography when low point density and greater topographic
complexity combine [17]. Figure 5 also shows that, for lower density and near banks,
TINs did not display the bed very well, but the amount of over/underprediction was
less than that of OK. Therefore, the interpolation method affected the accuracy of the
results, especially for scattered point densities, which is the opposite of the findings of
Heritage et al., 2009 [13], which indicated that the choice of the interpolation algorithm is
not as important as the survey strategy, but similar to those of Chaplot et al., 2006 [43] and
Yue et al., 2007 [44], which indicated that the interpolation methods influence the accuracy
and quality of the produced DEMs.

4.2. Measurement Methods

Previous studies [18,36] expected that a decrease in data density would correspond to
an increase in error. The results of the present study show that increasing the number of
measured points did not necessarily increase the accuracy of DEMs, which demonstrated
the importance of strategy over the point density. Heritage et al., 2009 [13] also indicated
that an inappropriate point sampling regime results in errors in surveying.

Comparing all measurement methods showed that the overestimation volumes were
higher than the underestimation volumes, especially for regions near the banks. High
variability in the parameters of riverbanks caused increases in error, not only for bathymetry
mapping, but also for other parameters, such as velocity, as described in previous studies [18].
For bathymetry, there was a steep slope in transverse directions in the regions near the
banks. Heritage et al., 2009 [13] also found that the greatest error was located at the breaks
of slopes and Krüger et al., 2018 [36] found higher errors near the banks. Figure 14 presents
a cross section of a riverbed. The black line indicates the real bed and the two color lines
are interpolated lines.

Figure 14 shows that, if the measured points were far from the banks, the interpolated
values would be higher than the real value of the bed, which is similar to the findings of
Bengora et al., 2018 [7]. They also found that the overestimation of the sediment volume in
a reservoir was due to the concave shape of the water body, and by decreasing the number
of measured points, the overestimated volume of sediments increased. The transverse slope
of riverbeds near banks is steep; therefore, increasing the measurement point distance in
the transverse direction causes more errors than increasing the distance in the longitudinal
direction. Heritage et al., 2009 [13] also reported that there is a relationship between
surface topographic variation and DEM error. Therefore, a field survey strategy is very
important for mapping topographic variations correctly. The findings of Banjavcic and
Schmidt 2018 [18] for velocity mapping can also be explained by Figure 14. They found
that the interpolated transect velocities did not match the cross-section velocity trend and
consistently underestimated the depth-averaged velocity. Based on Figure 14, the velocity
at banks is lower than that in the central channel, opposite to the bathymetry; therefore, the
interpolated values would be below the real values for velocities.
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In cross-sectional methods, by increasing the distance of the cross-sections to 5 m,
some lines were created, especially in regions near the banks. These lines caused un-
der/overestimations based on the elevation difference between the banks and the cen-
ter of the reach. Banjavcic and Schmidt 2018 [18] also reported that the distance be-
tween cross-sections is a significant factor for obtaining a river-reach-scale velocity map.
Glenn et al., 2016 [45] concluded that the accuracy of bathymetric data using cross-sectional
measurements was not significantly dependent on the transect location or interpolation
method, but was highly correlated with transect spacing. They suggested that transects
spaced further apart than three times the average bank full width significantly decreased
the accuracy of interpolated bathymetric information. Heritage et al., 2009 [13] reported
that DEM error is strongly influenced by the position of survey points relative to the mor-
phology being surveyed. The findings of this study are more consistent with the findings of
Heritage et al., 2009 [13]. Therefore, the accuracy of DEMs may depend on the location of
the measured points, which is determined by the measurement methods, on one hand. On
the other hand, the maximum interval of cross sections in this study was 5 m, which was
0.25 of the width. With this interval being lower than the recommendation of Glenn et al.,
2016 [45], there would still be a high amount of overestimation. Three cross-sections with
an interval of 45 m also resulted in very high errors in mapping the riverbed. Based on
the recommendation [45], the interval could be around 60 m, which would be three times
the river width of 24 m. Overall, cross-sectional measurements provide good information
about riverbed patterns, the locations of pools and riffles, and the thalweg of the reach.
Although the height difference and areas with deposition or erosion may have some errors,
the approximate location of each phenomenon can be presented properly.

For longitudinal methods, if the distance between longitudinal sections increased to
4 m or more, fewer details were presented and the created DEM was not very accurate.
These findings are similar to previous findings for mapping velocity along river reaches [18].
They also found that the velocity variation decreased as the data density decreased and the
interpolated velocities tended toward a constant velocity value [18].

Similar to the findings of previous studies [18], longitudinal measurements provided
less information than cross-sectional measurements, but could be used to effectively inter-
polate parameters for an entire river reach. Overall, cross-sectional measurements are more
recommended than longitudinal measurements. These findings are in contrast with those of
Banjavcic and Schmidt 2018 [18], which indicated that the longitudinal measurement tech-
nique was better than the cross-sectional technique for describing the depth-averaged veloc-
ity variation for their river reaches. If the goal of a study is to investigate erosion/deposition
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in the centerline or areas near the banks, longitudinal measurements are a good approach.
Otherwise, cross-sectional measurements are recommended. If wide reaches or reservoirs
are going to be measured using longitudinal methods, the recommended interval of the
sections is less than w/8, where w is the average river width.

For reducing the point density, regular grids had better performance than longitudinal
and cross-sectional measurements. These methods decrease the measurement fieldwork to
a greater extent than other methods with the same accuracy. Zigzag measurements with
small distances are also appropriate methods in cases where details are important and there
are limitations in time or flow conditions. Previous studies also suggested morphological
methods based on the idea that a water body can be properly described by dividing it
into different parts based on break lines [2,13]. Break lines are determined based on slope
changes that can be observed under the water. Therefore, morphological methods are not
suitable in cases with unclear and deep water. However, zigzag measurements will cover
most parts of morphological locations and break lines. This method provided accurate
results, the areas with bed differences of around 5 mm increased, and areas in the center
line of the channel had less error. The only issue was with the steep transverse location in
the banks, as the errors increased in those regions. Zigzag measurements with a distance of
4 m are recommended for different purposes if devices such as moving-vessel ADCPs are
used to measure the bathymetry information of a reservoir or a river reach. For this method,
the fieldwork also decreased to 38 percent decreasing the measurement time to less than
4 h for the selected river reach. Rennie and Church 2010 [21] used zigzag measurements
with an ADCP to plot spatial distributions of depth, as well as hydraulic parameters. They
suggested performing denser zigzag measurements, rather than repeating transects of each
cross section, for more temporal averaging of hydraulic parameters.

For large-scale measurements, the method with three cross-sections in addition to
three longitudinal cross-sections seemed to be more accurate and show more detail than the
other three methods. The results show that large-scale methods did not provide accurate
results, similar to the findings of Jaballah et al., 2019 [2]. All methods had large areas
with errors of more than 20 cm. Three cross-sections with one longitudinal section showed
overestimation, while other methods had areas of both overestimation and underestimation,
with a depth difference of around 20 cm. Thus, using these methods for the evaluation
of the volumes of eroded or deposited sediments is not recommended. It must be noted
that, if there is a long interval between cross-sections, it is recommended not to include a
longitudinal profile in the calculations of DEMs when automatic Delaunay TIN is used
as an interpolation method. These findings are in contrast to the hypothesis of Banjavcic
and Schmidt 2018 [18], who indicated that longitudinal measurements can be combined to
provide a better description of depth-averaged velocity throughout a river reach. Although
the longitudinal section increased the accuracy around the measured path, it decreased the
accuracy in areas near the banks. The reason is that the initial TIN was created based on
the Delaunay method, which prevents the use of large, thin triangles for interpolation. As
a result, the measured points in the banks were connected to points in the centerline for
the interpolation of the unmeasured areas (Figure 15a). Therefore, it is also recommended
to manually change the triangulations for methods with low measured point densities to
increase the accuracy of the results. For the selected reach in this study, manually editing
the created triangles changed the errors dramatically, especially for methods with low
measured point densities (Figure 16b,d).
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5. Conclusions

Different methods of measuring the bathymetry of water bodies were investigated
in this study. The main goal of this study was to reduce the measurement time with the
lowest reduction in accuracy.

One important aspect is to find an appropriate method for devices mounted on
moving boats such as ADCPs. With these devices, very dense cross-sectional measurements
provided more accurate results than any other measurement methods, but they are more
time-consuming than zigzag measurements.
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Overall, it is recommended to use regular grids, then cross-sectional measurements if
no triangle editing is performed in the post-processing stages. Zigzag measurements had
a very small percentage of error in central regions and most of the error was created in
regions near the banks, on one hand. On the other hand, zigzag measurements reduced the
workload to a greater extent than the other methods. The errors in the banks for the zigzag
measurements could be reduced by manually editing the interpolation triangles.

The longitudinal measurement of the riverbed provided accurate information on bed
changes in the center line, where the profile is passed; accounting for these points with
wide cross-sectional measurements increased the overestimation error if the interpolated
triangles were not manually edited.

Overall, dense point measurements and dense cross-sections provide more accurate
results, but these methods are very time-consuming, while zigzag measurements require
lower effort in addition to having high accuracy in the center of the channels. Only
the banks had higher errors under zigzag measurements, which could be improved by
modifying the interpolation algorithms manually. These findings can also be extended to
mapping hydraulic parameters.
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