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Abstract: The detection of leaks in water distribution systems (WDS) has always been a major concern
for urban water supply companies. However, the performance of traditional leak detection classifiers
highly depends on the effectiveness of handcrafted features. An alternative method is to use a
convolutional neural network (CNN) to process raw signals directly to obtain deep representations
that may ignore prior information about the leakage. The study proposes a novel approach to leak
detection in WDS using ground acoustic signals, and demonstrates the effectiveness of combining
handcrafted features and deep representations using a pseudo-siamese convolutional neural network
(PCNN) model. Mel frequency cepstral coefficient (MFCCs) are selected as additional handcrafted
features to traditional time- and frequency-domain (TFD) features. Based on the results of the
model performance evaluation, the optimized PCNN model performs better than other methods,
with an accuracy of 99.70%. A quantitative analysis of the PCNN demonstrates the effectiveness
of handcrafted features and deep representations. Model visualization and interpretation analysis
show that feature fusion occurs in the feedforward of the PCNN, hence improving the model’s
performance. The present work can effectively support the development of novel intelligent leak
detection equipment for WDS.

Keywords: leak detection; pseudo-siamese convolutional neural network; feature fusion; water
supply; handcrafted features; deep representations

1. Introduction

Leaks in water distribution systems (WDS) can cause huge economic losses for water
supply companies as well as a massive waste of water resources and environmental risks [1].
To detect and identify leaks, several leak detection methods have been proposed in previous
studies [2–5]. Among these methods, acoustic leak detection technology, especially non-
destructive acoustic leak detection technology, has gained considerable attention due to its
high efficiency and accuracy [6]. Traditional acoustic leak detection surveys using listening
devices (for example, listening rods and ground microphones) have been proven to be
reliable. However, this method is labor-intensive and highly dependent on the experience
of the user [7]. The most rapidly developing acoustic method is correlation analysis, which
is more efficient than traditional acoustic detection methods [6]. However, it has some
limitations. For example, correlation analysis methods are very effective when applied to
metal pipes, but when applied to plastic pipes, they still face challenges due to the high
attenuation of plastic pipes [8]. Using listening devices is an effective non-intrusive leak
detection method that is insensitive to the material of the pipe. Although this method has
some subjectivity, it is becoming increasingly important as more and more plastic pipes
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are used for water supply. It has been reported that plastic pipes account for 85% of water
supply pipes below DN400mm in China [9]. It can be inferred that using listening devices
with automatic leak detection algorithms can significantly improve their performance and
reduce their dependence on intensive labor. Thus, it is essential to devise automatic leak
detection algorithms and architectures that are both highly precise and adaptable, utilizing
acoustic signals for effective leak detection.

To achieve automatic leak detection for WDS, several data-driven leak detection systems
and methods have been developed by combining handcrafted features with supervised
learning algorithms [10–15]. The performance of traditional supervised learning algorithms
heavily relies on the effectiveness of handcrafted features, making feature extraction an
essential part of classification systems. In previous studies [16,17], time- and frequency-
domain (TFD) features were the most common handcrafted features for leak identification.
In addition to TFD features, other handcrafted features based on different principles (such
as Itakura distance [15] and damage sensitive features [12]) have also achieved satisfactory
performance. Despite the effectiveness of handcrafted-feature-based (HFB) classifiers for leak
detection, the method has some drawbacks. First, the selected handcrafted features may
contain distortions or unnecessary information that may cause overfitting and decrease the
computational efficiency of the classifier. Another drawback is that the selected handcrafted
features may not necessarily be the most suitable for a specific domain [18]. In addition, the
performance of certain handcrafted features is limited by prevailing scenarios. False alarms
always happen when environmental noise has similar time and frequency characteristics
to leak signals [19]. The solution to these problems involves extracting and selecting more
powerful features, feature engineering (for example, principal component analysis [20]), and
additional signal processing [21,22] of the raw signals.

Recent years have seen a growing interest in using the convolutional neural network
(CNN) to automatically extract features (that is, deep representations) from acoustic sig-
nals and detect leaks in pressurized pipelines [18,23–28]. Contrary to traditional HFB
supervised learning algorithms [16], CNN can automatically extract an optimal deep rep-
resentation of data from raw signals without prior feature selection, hence making the
process more objective and less biased [29]. To identify leaks in water supply pipelines,
Kang et al. [18] proposed an ensemble CNN-SVM model based on one-dimension acous-
tic signals, and demonstrated that the performance of the model was better than that of
some HFB classifiers. Similarly, studies [23,24] have employed time-frequency analysis to
convert one-dimensional raw signals into two-dimensional spectrograms and proposed
CNNs with different structures that successfully identified leaks in WDS. Research has
shown that CNNs can automatically extract useful features from input signals for distin-
guishing leak signals and non-leak signals. However, CNNs may not always provide the
most effective features when the features are extracted automatically, due to the extensive
hyperparameters needing optimization.

Despite the effectiveness of CNNs, studies have shown that CNNs cannot completely
outperform HFB classifiers in some fields [30–32]. According to these studies, handcrafted
features are likely to be more generalizable in specific domains. In the field of leak
detection, there is also some evidence that shows deep representations and handcrafted
features have some complementarity [18]. However, the majority of current research in
automatic leak detection in WDS focused on the optimization of CNN structures and their
application to specific scenarios. To some extent, utilizing CNN directly to extract features
from raw signals discards the prior knowledge about leakage derived from traditional
signal analysis methods. It can be inferred that selecting appropriate handcrafted features
and combining them with deep representations may be a better approach for leak detection
in WDS. To address this issue, a pseudo-siamese convolutional neural network [33] (PCNN)
model for feature fusion is utilized in this study. The PCNN is based on neural networks
composed of two or more independent convolutional streams which process different
inputs simultaneously. The perception design of the PCNN is flexible, and the known
information can be fully utilized [34]. The concept of PCNN has been applied in numerous
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fields, including spatiotemporal satellite image fusion [34], patient test matching [35],
object tracking [36], and mechanical fault detection [37]. In this work, we propose a novel
application of PCNN for water leak detection by combining handcrafted features with
deep representations. Moreover, we demonstrate the applicability of the Mel frequency
cepstral coefficients (MFCCs) [38] as additional handcrafted features for leak detection. By
combining MFCCs’ features with TFD features, the representation ability of handcrafted
features is further investigated. Visualization and interpretability analysis is conducted
to evaluate the validity of the PCNN model and the model’s performance. This paper
demonstrates that the PCNN fully mines the information of different inputs and performs
effective feature fusion, thus exhibiting better performance than CNNs and traditional
HFB classifies.

The study proposes a novel approach to leak detection in WDS using ground acoustic
signals and demonstrates the effectiveness of combining handcrafted features and deep
representations using a PCNN structure. The contributions of this study can be summarized
as follows:

1. The present study proposes an effective method for leak detection using ground
acoustic signals collected by listening devices, as opposed to methods that use signals
from the pipeline wall. This method is based on the fusion of handcrafted features
and deep representations, providing a novel approach to leak detection using ground
acoustic signals.

2. This work innovatively proposes a fusion method that combines handcrafted fea-
tures with deep representations using a PCNN structure. The effectiveness of this
fusion method is demonstrated. The PCNN, integrating handcrafted features and
deep representations, outperforms traditional classifiers that rely solely on CNN or
handcrafted features. Furthermore, the study extends the application of PCNN and
improves the structure of PCNN for leak detection tasks, which is a novel application
of PCNN.

3. The researchers evaluate the applicability of MFCCs’ features to leak detection in
WDS. By combining MFCCs’ features with TFD features, the representation ability of
handcrafted features is further investigated.

4. Additionally, the work provides insights into the operation and decision-making pro-
cess of deep learning for leak detection tasks, contributing to the wider understanding
of the application of deep learning to pipeline leak signal recognition.

2. Methods
2.1. Convolutional Neural Network

A convolutional neural network (CNN) is a type of deep feedforward neural network
that processes data in a mesh structure [39]. In general, a CNN model consists of an input
layer, several convolutional and pooling layers, a flatten layer, fully connected layers, and
a classification layer (for example, a softmax layer). Utilizing trainable kernel filters, the
convolutional layers perform the task of detecting local features in the input feature map.
A pooling layer is always located behind a convolutional layer. The dimensionality of
the feature map and the number of trainable parameters can be reduced using pooling
to achieve sparse processing, and the main representative features of the feature map are
determined [40,41]. The extracted feature map is expanded into a one-dimensional vector
using the flatten layer, and this allows local features to be integrated globally. The 1D vector
is then passed through fully connected layers and a classification layer to obtain the output.

Equation (1) presents the feedforward process of a CNN [40]:

f (X) = fN

((
· · · f3

(
f2

(
f1

(
X, θ(1)

)
, θ(2)

)
, θ(3)

)
, · · ·

)
, θ(N)

)
(1)

where θ(1), θ(2), · · ·, θ(N), including weights and biases, are the training parameters of the
N layers; f1, f2, · · ·, fN are the operations at each layer; f (X) is the final output, and X is
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the input data. In general, the input data for the leak detection task are one-dimensional
pressure or acoustic signals.

2.2. The Selected Handcrafted Features

The quality of handcrafted features has a significant impact on the performance of the
PCNN model. It is essential to choose features that are robust and generalizable for the
leak detection domain. In this paper, the MFCCs’ features and TFD features will be utilized
to construct the handcrafted features that will serve as inputs to the PCNN model.

2.2.1. MFCCs’ Features

Human ears respond differently to different frequencies of sound waves. The Mel
frequency is more similar to human auditory responses. For this reason, MFCCs’ features
show improved robustness compared to traditional auditory features [42]. While MFCCs
have received less attention than other handcrafted features in the leak detection field, there
are some cases where they have proven effective [43–45].

Mel frequency describes the nonlinear characteristic of the human ear. Equation (2)
represents the relationship between the Mel frequency and the actual frequency [44]:

Mel( f ) = 2595log
(

1 +
f

700

)
(2)

where f is the actual frequency in Hz and Mel( f ) is the Mel frequency. A typical extraction
process for MFCCs’ features includes the following steps [46].

The first step involves the preprocessing of the raw signal. As part of the signal
preprocessing, pre-emphasizing, framing, and windowing are applied in the respective
order. In the next step, the discrete Fourier transform (DFT) of each frame of the signal is
performed to obtain its magnitude spectrum.

Then, the Mel spectrum is computed by multiplying the magnitude spectrum by each
Mel filter. Mel filters comprise triangular band-pass filters that are based on auditory
perception. Figure 1 presents Mel filters and the average MFCCs’ features’ responses. To
accomplish the leak detection task in this paper, 24 Mel filters have been designed, with
frequencies ranging from 20 Hz to 2000 Hz (see Figure 1a).

In the third step, the discrete cosine transform (DCT) was performed to calculate the
MFCCs. In this paper, 13 cepstral coefficients (13th coefficient is energy) were used as the
original MFCCs’ features. MFCCs reflect primarily the static characteristics of the acoustic
signal. However, the human ear is more sensitive to the dynamic characteristics of acoustic
signals [47]. The first- and second-order derivatives of MFCCs’ features can be utilized to
describe the dynamic characteristics.

For leak and non-leak signals, Figure 1b shows the average value of the original
MFCCs, while Figure 1c,d present that of first- and second-order derivatives of MFCCs, re-
spectively. It is evident that the leak signals and non-leak signals exhibit different static char-
acteristics and dynamic characteristics. In this paper, the MFCCs’ features, comprising 39 co-
efficients, consist of the original MFCCs’ features and its first-order and second-order deriva-
tives. The MFCCs’ features can be expressed as {XMel1, XMel2, XMel3 . . . , XMel38, XMel39}.

2.2.2. TFD Features

It has been demonstrated that TFD features are very useful for studying leakage
mechanisms, and they may directly relate to leakage conditions [10].

Figure 2a,b present time waveforms and frequency spectra of signals for an actual
leaking plastic pipe before and after repair. It can be observed that the difference between
leak and non-leak signals is evident in both the time domain and frequency domain. In
most cases, leak signals contain more energy and have a different frequency range than non-
leak signals [48]. The differences between leak and non-leak signals can be well represented
by TFD features for identifying leaks.
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Figure 1. Mel filters and the average MFCCs’ features’ responses: (a) The triangular filter banks with
Mel frequency. The number of filter banks is 24; (b) The average value of original MFCCs’ features for
leak and non-leak signals; (c) The same as (b), but using the first-order derivative of MFCCs’ features;
(d) The same as (b), but using the second-order derivative of MFCCs’ features.

Tables 1 and 2 describe the selected frequency- and time-domain features, respectively.
These features are the most common TFD features [10,49]. In Table 1, sm and fm are the
spectral amplitude and the corresponding frequency scale for m = 1, 2, . . . , M, and M is
their length in frequency scale. In Table 2, xn represents a time series for n = 1, 2, . . . , N,
and N is the length of the samples. In the present paper, these TFD features can be expressed
as {XM, XMa, XRms . . . , XFv, XFsd}.
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same pipe after repair: (a) Signal waveform; (b) Frequency spectra.

Table 1. The selected frequency-domain features.

No. Features Definition No. Features Definition

1 Peak frequency XP f = fk, k = argmax
n

sn 4 Root mean square
frequency XRm f =

√
XMs f

2 Frequency center
XFc =

N
∑

n=1
( fn×sn)

N
∑

n=1
sn

5 Frequency
variance XFv =

N
∑

n=1
[( fn−XFc)×sn ]

N
∑

n=1
sn

3 Mean square
frequency XMs f =

N
∑

n=1
( f 2

n×sn)
N
∑

n=1
sn

6 Frequency
standard deviation XFsd =

√
XFv

Table 2. The selected time-domain features.

No. Features Definition No. Features Definition

1 Mean value XM = 1
N

N
∑

n=1
xn

9 Shape factor Xs f =
XRms
Xma

2 Mean absolute value XMa = 1
N

N
∑

n=1
|xn| 10 Crest factor XC f =

XMas
XRms

3 Root mean square XRms =

[
1
N

N
∑

n=1
x2

n

]1/2
11 Impulse factor XI f =

XMas
XMa

4 Maximum absolute value XMas = max|xn| 12 Clearance factor XCl f =
XMas(

1
N

N
∑

n=1

√
|xn |

)
5 Standard deviation XSd =

[
1

N−1

N
∑

n=1
(xn − XMa)

]1/2
13 Skewness factor XSk f =

XSk
X3

Rms

6 Peak-peak value XPpv = max(xn)−min(xn) 14 Kurtosis factor XKu f =
XKu
X4

Rms

7 Skewness
XSk =

N
∑

n=1
(xn−XMa)

3

(N−1)X3
Sd

15 Margin factor XM f =
XMa(

1
N

N
∑

n=1

√
|xn |

)2

8 Kurtosis
XSk =

N
∑

n=1
(xn−XMa)

3

(N−1)X3
Sd
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2.3. Pseudo-Siamese Convolutional Neural Network for Feature Fusion

For feature fusion, it is not recommended to contact handcrafted features and raw
signals directly in the input layer due to their different scale and spatial relationship.
The flexible design of the PCNN structure allows inputs with different scales and spatial
relationships to be processed through two parallel convolutional streams that do not share
weights. This is why PCNN was chosen for feature fusion.

Figure 3 shows the architecture of PCNN used in this paper, and the hyperparameters
of the network have been optimized. The PCNN employs two independent convolutional
structures to process the input handcrafted features and raw signals in parallel.
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Figure 3. The architecture of the PCNN. The PCNN consists of two convolutional structures in
parallel for processing inputs with different scales, a convolutional structure with residual connection
for feature fusion, and a two-layer multi-layer perceptron for classification. The convolution filters
and inputs of the model are in one dimension.
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At a higher level, another convolutional structure is used to fuse the obtained information.
In the PCNN model, there are four stages with different functions: the feature extraction stage,
the feature engineering stage, the feature fusion stage, and the classification stage.

2.3.1. Feature Engineering Stage

As shown in Figure 3, the feature engineering stage is composed of an input layer, three
convolutional layers, and two pooling layers. The input layer of the feature engineering
stage is populated with 60 handcrafted features that are derived from the original signals.
The convolutional and pooling layers enable CNNs to effectively reduce dimensionality
and extract features. It is expected that the model give less attention to handcrafted features
with low leak discriminatory power after being processed. This will be further illustrated
in Section 3.5.

The convolutional layers receive features from the input layer. The convolutional layers
perform the task of feature engineering with trainable kernel filters. The convolutional
stride is set to 1 due to the small scale of the input. Two max-pooling layers (stride = 2)
follow the corresponding convolutional layers to downsample the feature maps.

The activation function used throughout this paper is ReLU because it is more efficient
and solves the vanishing gradient problem. The feature engineering stage is designed such
that the main representative features of the input handcrafted features are determined.

2.3.2. Feature Extraction Stage

The feature extraction stage utilizes a similar network architecture as the feature
engineering stage, but with different hyperparameters. Multiple convolutional layers and
pooling layers are used in the feature extraction stage. The local features and macro features
in the one-dimensional time series are automatically extracted and expressed in the output
feature maps.

Relatively large filters are used in the first and second convolutional layers of the
feature extraction stage. The fact is that a large filter will have a larger receptive field [50],
which will allow more macro features to be extracted. Additionally, a larger stride is
selected for the convolutional layer to reduce the feature map dimensionality more rapidly.
The idea is that the output feature maps of the feature extraction and feature engineering
stages will reach the same scale to facilitate feature fusion.

2.3.3. Feature Fusion Stage and Classification Stage

Figure 3 shows the feature fusion stage comprises a concatenation layer and two
convolutional layers. The output feature maps of the first two convolutional streams are
concatenated in the concatenation layer. The feature maps of the concatenation layer are
then passed through the convolutional layers in order to learn fusion rules and create new
features that are more integrated. In the feature fusion stage, the 3 × 1 filters, with stride
and padding of 1, are used in the convolutional layers to maintain the spatial resolution
of feature maps. However, the max-pooling layer is also omitted. A residual connection
is used to build an identity map between the concatenation layer and the output of the
feature-fusion stage. A deep CNN is susceptible to losing feature information in the forward
training process [34]. The problem can be eliminated by utilizing residual connections.

2.3.4. Classification Stage and Loss Function

The classification stage consists of two fully connected layers and a classification
function. The output feature map of the feature fusion stage is flattened and used as an
input for the first fully connected layer. The output of the second fully connected layer is
connected to a softmax function to obtain the final output of the PCNN model.

The loss function measures the difference between the target output and the CNN
prediction. In the process of minimizing the loss function, all learnable weights and biases
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are updated. Binary cross-entropy loss is used to train our model, and this function is
expressed in Equation (3), as follows:

Loss = − 1
N ∑

n

M

∑
i=1

(Ynilogyni) (3)

where Yni and yni are the actual label and the predicted output value of the sample, respec-
tively, i is the number of classes in the nth sample, N is the total number of samples, and M
is the number of classes.

2.3.5. Network Training

All convolutional layers are initialized using the Kaiming initialization method [51].
The loss function is optimized using a Nesterov-accelerated adaptive moment estimation
(Nadam) [52] optimizer (β1 = 0.9, β2 = 0.999) with a momentum decay ψ = 0.004, a
weight decay λ = 0.01, a learning rate lr = 0.0001, a batch size of 32, and early stopping
with a patience of 50 epochs. The optimal learning rate and batch size for the model were
determined by testing all possible combinations of lr ∈ {0.005, 0.001, 0.0005, 0.0001, 0.00005,
0.00001} and batch size ∈ {8, 16, 32, 64}.

It is shown that Nadam is computationally efficient and converges faster than standard
stochastic gradient methods [53]. To speed up the training and prevent overfitting, the fully
connected layer employs dropout with a parameter of 0.5, while the convolutional layer
employs batch normalization.

2.4. Experiments Settings
2.4.1. Case Study and Data Set

Several leak and non-leak signals from actual pipe leaks as well as some environmental
noise were collected for the purpose of developing an intelligent algorithm (the PCNN
model, which combines handcrafted features and deep representations).

Figure 4 shows the in situ signals’ acquisition on the ground in WDS. The data were
collected during the leak detection project of the Hunan Puqi Water Environment Institute
in Changsha City from 2017 to 2022.
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Figure 4. In situ signals’ acquisition on the ground in WDS: (a) Schematic diagram of the leak
signal collection by electronic listening devices; (b) Site photo of the signal collection above a cast
iron pipe with a leak. Piezoelectric ceramic probes of PQWT-LDC are used for signal collection.
The direction of the pipeline is indicated by the red line with the arrow; (c) Leak hole of the cast
iron pipe after excavation.

Figure 4b shows a site photo of the leak signal collection, while Figure 4c shows the
leak point after excavation. In the detected pipelines, the diameters range from DN50 to
DN300 mm, buried depths range from 0.6 to 2.4 m, and the pressure ranges from 0.2 to
0.4 MPa. The detected pipes are plastic or metal. The plastic pipes are mainly polyvinyl
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chloride (PVC) or polyethylene (PE) pipes, while steel pipes or cast iron pipes comprise the
majority of the metal pipes.

In the project, leaks were located using a combination of several techniques such as
leak noise correlators, listening rods, and electronic amplified listening devices. Once the
leaks were located, the electronic amplified listening devices (PQWT-LDC) measured and
stored the vibration. The PQWT-LDC comprises piezoelectric ceramic probes, headphones,
and a basic engine with wireless communication (see Figure 4b).

In Figure 4a, piezoelectric ceramic probes are placed on the ground surface along
the pipeline at a certain interval to collect vibrations. Then, the signals are transmitted to
the main engine through wireless communication and stored there. To ensure the quality
of signal acquisition, the electronic amplified listening devices are calibrated before each
collection. The sample rate is set to 8000 Hz. According to the Nyquist–Shannon sampling
theorem, the sample rate is adequate to capture the effective bandwidth [48] (generally
below 3000 Hz) of leak signals for both plastic and metal pipes.

A total of 142 leak cases were obtained in this leak detection project, after excluding
misjudged leaks. For each leak case, the selected leak signal was the vibration collected by
the closest probe to the actual leak position. Because the interval is set to 1.0 m, the leak
signal was collected within a horizontal distance of 1.0 m from the actual leak position.
After each leaking pipe was repaired, the normal-state signals of the repaired pipes were
collected under the same conditions that the leak signals were collected.

Table 3 shows the collected signals in the study. The collected signals are represented
by two states: leak (L) and non-leak (N). Additionally, typical noises such as traffic noise
and construction noise are collected and classified as environmental noise group N7.

Table 3. The signals collected in the actual WDS.

State Categories Materials Burial Depth (m) Case Number

Leak

L1 Plastic 0.6~1.2 40
L2 Plastic 1.2~1.8 27
L3 Plastic 1.8~2.4 17
L4 Metal 0.6~1.2 28
L5 Metal 1.2~1.8 21
L6 Metal 1.8~2.4 9

Non-leak

N1 Plastic 0.6~1.2 40
N2 Plastic 1.2~1.8 27
N3 Plastic 1.8~2.4 17
N4 Metal 0.6~1.2 28
N5 Metal 1.2~1.8 21
N6 Metal 1.8~2.4 9

N7 (Noise) / / 20

Each signal is collected for 5 s, and its length is 40,000 points. For machine learning
purposes, the obtained signals are divided into samples with a length of 4000 points,
resulting in 1420 leak signals and 1620 non-leak signals in the dataset. The dataset
is preprocessed using linear detrending and normalization. In this study, 70% of the
dataset is used for training and 30% for testing. To obtain a reliable model, the 10-
fold cross validation method [54] is employed. To accomplish the machine learning
task, the applications utilized include 64-bit Windows 10, PyTorch, and an NVIDIA
GeForce GTX1050 Ti, together with Python3. Signal preprocessing and handcrafted
feature computing are both performed in Python3.



Water 2023, 15, 1088 11 of 28

2.4.2. Evaluation Metrics

The performance of different leak detection architectures and methods are evaluated
with a confusion matrix and four metrics: accuracy (Acc), sensitivity (Sen), specificity (Spe),
and F1-score. Equations (4)–(7) give the four metrics.

Acc =
(TP + TN)

(TP + TN + FP + FN)
(4)

Sen =
(TP)

(TP + FN)
(5)

Spe =
(TN)

(TN + FP)
(6)

F1-score =
2

(2 + FP
TP + FN

TP )
(7)

where TP, TN, FP, and FN denote the number of the true positive samples, the true negative
samples, the false positive samples, and the false negative samples, respectively. In this
paper, positive samples refer to leak samples. Additionally, the confusion matrix offers a
clear visualization of TP, TN, FP, and FN, making it an important tool for evaluating the
model’s performance.

2.5. Model Visualization and Interpretation Method

Analysis or visualization of internal structures or processes is particularly useful for
elucidating how the deep learning model operates [55]. After constructing, training and
testing the PCNN, an interpretable understanding of the model is obtained to support
its effectiveness. To visualize the feature map distribution of different samples in the
model feedforward process, the t-distributed stochastic neighbor embedding [56] (t-SNE)
method is used. The saliency map [57] is used to analyze the influence of the input on
decision-making.

2.5.1. T-SNE for Model Visualization

Analyzing the representation of different category samples in the model can be helpful
in gaining a better understanding of the model. There are high-dimensional data present in
the input to the PCNN and the feature maps of different layers of the PCNN. In the field
of modern machine learning, visualizing high-dimensional data can be considered one of
the most fundamental tasks. In terms of high-dimensional data visualization with intrinsic
clusters, the t-distributed stochastic neighbor embedding (t-SNE) algorithm was widely
recognized in the literature as an advanced technique [58,59]. The idea behind t-SNE is to
minimize the Kullback–Leibler divergence between the distribution of pairwise similarities
in the input space and their embedded samples in low dimensions. For this reason, t-SNE,
as a non-linear dimensionality reduction technique, is able to solve the crowding problem
while preserving more local features of the original data, when compared with traditional
methods such as principal component analysis (PCA).

2.5.2. Saliency Map Based on Vanilla Gradient

The saliency map is the heat map that visualizes the relevance between the feature
or data point in the input example and the prediction of the model. The Vanilla gradi-
ent algorithm [57] is the original saliency map algorithm for supervised deep learning.
Quantitative evaluation of the Vanilla gradient has demonstrated that it is relatively robust
in comparison with other algorithms. In addition, this algorithm is the simplest of all
gradient-based methods and runs very quickly. The Vanilla gradient is implemented by
calculating the gradient of the loss function for the class that is being analyzed in relation
to the input pixels.
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In this paper, the Vanilla gradient is used to analyze the relevance of input. The saliency
maps will highlight features or regions that are more critical to individual predictions.

Equation (8) gives an expression for the relevance score obtained by computing the
gradient of each class score functions with respect to the input sample [57]:

R(I0) =
∂SC(I)

∂I

∣∣∣∣
I=I0

(8)

Here, SC(I) is the score function of input I for class c. R(I0) is the relevance score,
calculated as the derivative of SC(I) with respect to I = I0. The symbol I0 denotes an
input sample. Then, the relevance score can be visualized for each feature to highlight
contributions to decision-making. The absolute value of gradient maps is chosen in this
paper because it is clear in visualization.

3. Results and Discussion
3.1. Architectures and Hyperparameters Optimization

Previous studies [60,61] showed that the number of convolutional layers and the size
and the number of filters influence the effectiveness of CNN. To improve the performance
of the PCNN model, the appropriate hyperparameters and structures must be determined.

First, the effect of hyperparameters on the feature extraction and feature engineering
stage is investigated. This is based on the reference CNN architectures in presented
in Figures 5a and 5b, respectively. Then, the effect of hyperparameters on the feature
fusion stage is investigated, using a new reference model presented in Figure 6, after the
hyperparameters of the two previous stages have been determined. The performance of
variants of the reference models is presented in Table 4, Table 5, and Table 6, respectively.

Water 2023, 15, x FOR PEER REVIEW 14 of 31 
 

 

Figure 5. The architectures and layer configurations for the reference convolutional neural net-

works: (a) Handcrafted features as input; (b) Raw signals as input. 

Table 4. The performance of convolutional neural networks with handcrafted features as input. 

These convolutional neural networks are variants of the reference model presented in Figure 5a. 

No. Layers 
Kernel 

SIZE 

Filters 

Number 

Evaluation Criteria (%) Para. 

Count Acc Sen Spe F1-score 

1 3 7-3-3 8-16-32 98.88 ± 0.46 98.85 ± 0.52 98.91 ± 0.64 98.88 ± 0.47 11,166 

2 3 5-3-3 8-16-32 98.68 ± 0.29 99.23 ± 0.36 98.21 ± 0.57 98.65 ± 0.30 11,150 

3 3 9-3-3 8-16-32 98.62 ± 0.35 99.13 ± 0.30 98.17 ± 0.59 98.58 ± 0.36 10,542 

4 3 11-3-3 8-16-32 98.51 ± 0.65 98.97 ± 0.32 98.11 ± 1.12 98.47 ± 0.68 10,558 

5 3 15-3-3 8-16-32 98.11 ± 0.85 98.62 ± 0.87 97.67 ± 1.11 98.07 ± 0.87 9950 

6 3 7-3-3 16-32-64 99.35 ± 0.17 99.62 ± 0.24 99.12 ± 0.34 99.33 ± 0.17 26,110 

7 3 7-3-3 32-64-128 99.24 ± 0.20 99.53 ± 0.26 98.99 ± 0.36 99.22± 0.21 67,518 

8 2 7-3 16-32 97.98 ± 0.84 97.96 ± 0.99 98.00 ± 0.99 97.97 ± 0.85 19,774 

9 5 7-3-3-3-3 16-32-64-64-64 99.19 ± 0.26 99.51 ± 0.34 98.91 ± 0.45 99.16 ± 0.29 51,070 

10 5 * 7-3-3-3-3 16-32-64-64-64 99.34 ± 0.29 99.88 ± 0.12 98.87 ± 0.55 99.31 ± 0.31 51,070 

11 7 7-3-3-3-3-3-3 16-32-64-64-64-64-64 98.98 ± 0.60 99.37 ± 0.55 98.64 ± 0.80 98.95 ± 0.62 76,030 

12 7 * 7-3-3-3-3-3-3 16-32-64-64-64-64-64 99.16 ± 0.36 99.55 ± 0.19 98.81 ± 0.66 99.13 ± 0.38 76,030 

Note(s): * in the upper right corner of the layer number indicates that the network has applied re-

sidual connections. 

Figure 5. The architectures and layer configurations for the reference convolutional neural networks:
(a) Handcrafted features as input; (b) Raw signals as input.



Water 2023, 15, 1088 13 of 28

Table 4. The performance of convolutional neural networks with handcrafted features as input. These
convolutional neural networks are variants of the reference model presented in Figure 5a.

No. Layers Kernel
Size

Filters
Number

Evaluation Criteria (%) Para.
CountAcc Sen Spe F1-Score

1 3 7-3-3 8-16-32 98.88 ± 0.46 98.85 ± 0.52 98.91 ± 0.64 98.88 ± 0.47 11,166
2 3 5-3-3 8-16-32 98.68 ± 0.29 99.23 ± 0.36 98.21 ± 0.57 98.65 ± 0.30 11,150
3 3 9-3-3 8-16-32 98.62 ± 0.35 99.13 ± 0.30 98.17 ± 0.59 98.58 ± 0.36 10,542
4 3 11-3-3 8-16-32 98.51 ± 0.65 98.97 ± 0.32 98.11 ± 1.12 98.47 ± 0.68 10,558
5 3 15-3-3 8-16-32 98.11 ± 0.85 98.62 ± 0.87 97.67 ± 1.11 98.07 ± 0.87 9950
6 3 7-3-3 16-32-64 99.35 ± 0.17 99.62 ± 0.24 99.12 ± 0.34 99.33 ± 0.17 26,110
7 3 7-3-3 32-64-128 99.24 ± 0.20 99.53 ± 0.26 98.99 ± 0.36 99.22± 0.21 67,518
8 2 7-3 16-32 97.98 ± 0.84 97.96 ± 0.99 98.00 ± 0.99 97.97 ± 0.85 19,774
9 5 7-3-3-3-3 16-32-64-64-64 99.19 ± 0.26 99.51 ± 0.34 98.91 ± 0.45 99.16 ± 0.29 51,070

10 5 * 7-3-3-3-3 16-32-64-64-64 99.34 ± 0.29 99.88 ± 0.12 98.87 ± 0.55 99.31 ± 0.31 51,070
11 7 7-3-3-3-3-3-3 16-32-64-64-64-64-64 98.98 ± 0.60 99.37 ± 0.55 98.64 ± 0.80 98.95 ± 0.62 76,030
12 7 * 7-3-3-3-3-3-3 16-32-64-64-64-64-64 99.16 ± 0.36 99.55 ± 0.19 98.81 ± 0.66 99.13 ± 0.38 76,030

Note(s): * in the upper right corner of the layer number indicates that the network has applied residual connections.

Table 5. The performance of convolutional neural networks with raw signals as input. These
convolutional neural networks are the variants of the reference model presented in Figure 5b.

No. Layers Kernel
Size

Filters
Number

Evaluation Criteria (%) Para.
CountAcc Sen Spe F1-Score

1 3 50-10-3 16-32-64 95.88 ± 1.36 95.87 ± 2.02 95.88 ± 1.60 95.86 ± 1.36 71,342
2 3 30-10-3 16-32-64 94.67 ± 1.74 94.20 ± 2.97 95.08 ± 2.04 94.68 ± 1.71 71,022
3 3 100-10-3 16-32-64 96.28 ± 1.02 96.29 ± 1.04 96.28 ± 1.40 96.26 ± 1.03 72,142
4 3 200-10-3 16-32-64 97.84 ± 0.82 97.28 ± 0.95 98.33 ± 1.18 97.86 ± 0.84 71,182
5 3 500-10-3 16-32-64 98.42 ± 0.56 98.71 ± 0.59 98.17 ± 0.79 98.39 ± 0.58 72,142
6 3 1000-10-3 16-32-64 98.19 ± 0.60 98.64 ± 0.81 97.80 ± 0.80 98.15 ± 0.61 71,182
7 3 500-3-3 16-32-64 98.15 ± 0.67 98.73 ± 0.85 97.63 ± 0.65 98.10 ± 0.66 72,398
8 3 500-5-3 16-32-64 98.27 ± 0.34 97.93 ± 0.65 98.56 ± 0.64 98.28 ± 0.35 72,142
9 3 500-20-3 16-32-64 98.22 ± 0.80 98.47 ± 0.41 98.00 ± 1.46 98.20 ± 0.83 70,862

10 3 500-10-3 32-64-128 98.43 ± 0.41 98.57 ± 0.88 98.31 ± 0.52 98.41 ± 0.40 166,750
11 3 500-10-3 8-16-32 97.17 ± 0.84 97.02 ± 1.54 97.30 ± 0.96 97.16 ± 0.83 33,286
12 2 500-10 16-32 97.41 ± 0.98 96.78 ± 1.92 97.96 ± 1.21 97.44 ± 0.96 65,806
13 5 500-10-3-3-3 16-32-64-64-64 98.26 ± 0.39 99.06 ± 0.47 97.55 ± 0.78 98.20 ± 0.41 97,102
14 5 * 500-10-3-3-3 16-32-64-64-64 98.45 ± 0.61 98.80 ± 0.66 98.15 ± 0.76 98.42 ± 0.61 97,102
15 7 500-10-3-3-3-3-3 16-32-64-64-64-64-64 98.11 ± 0.62 98.90 ± 0.42 97.43 ± 1.09 98.06 ± 0.64 122,062
16 7* 500-10-3-3-3-3-3 16-32-64-64-64-64-64 98.23 ± 0.54 98.57 ± 0.41 97.94 ± 1.02 98.21 ± 0.57 122,062

Note(s): * indicates the residual connections.

Table 6. The performance of pseudo-siamese convolutional neural networks based on the structure
in Figure 6.

No. Layers Residual Connection
Evaluation Criteria (%) Para.

CountAcc Sen Spe F1-Score

1 2 Yes 99.70 ± 0.12 99.93 ± 0.15 99.51 ± 0.21 99.69 ± 0.13 123,150
2 2 No 99.50 ± 0.17 99.72 ± 0.18 99.30 ± 0.25 99.48 ± 0.18 123,150
3 4 Yes 99.46 ± 0.20 99.44 ± 0.22 99.49 ± 0.31 99.46 ± 0.21 148,110
4 4 No 99.27 ± 0.27 99.62 ± 0.11 98.95 ± 0.47 99.24 ± 0.28 148,110
5 6 Yes 99.44 ± 0.22 99.74 ± 0.16 99.18 ± 0.40 99.42 ± 0.23 173,070
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Figure 6. The architecture and layer configuration for the reference PCNN model. Hyperparameters in
the feature engineering and extraction stages have been optimized based on the reference models in
Figure 5a and Figure 5b, respectively. The black triangles indicate the direction of the convolution flow.

The structure and hyperparameters have a significant impact on the performance of
the reference models. From Table 4, the model number 6 has the highest accuracy and
F1-score, compared with the models number 10 and 7.

Figures 7 and 8 present the average confusion matrices of the 12 models in Table 4.
The findings suggest that model 6 exhibits superior performance in identifying negative
samples, whereas model 10 excels at recognizing positive samples but performs relatively
worse in identifying negative samples compared to model 6. Additionally, model 6 features
a simpler structure which facilitates subsequent feature fusion. Based on the results, the
hyperparameters and architecture of model 6 were chosen for the feature engineering stage.
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By contrast, Table 5 shows the performance of model 5 is slightly lower than that of
models 10 and 14.
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Figures 9 and 10 show the average confusion matrices of the 16 models in Table 5.
The results indicate that model 8 exhibits the best performance in identifying negative
samples, while model 13 shows the best performance in recognizing positive samples,
although neither of them demonstrate remarkable performance on the overall dataset.
Additionally, it can be observed that as the complexity of the model increases, the CNN
with raw signals as input enhances its ability to identify positive samples, but diminishes
its ability to identify negative samples. Models 5, 10, and 14 show good performance on
the overall dataset. However, model 5 has fewer parameters, and a smaller convolution
depth that reduces the risk of overfitting. Based on these results, the hyperparameters and
architecture of model 5 were selected for the feature extraction stage.
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For a single stage, a convolutional structure with 2–3 convolutional layers can extract
features from the input signal effectively. Other scholars drew a similar conclusion in their
studies on leak identification [18,49]. Performance degradation may occur as the network
gets larger. This is usually caused by vanishing gradients or exploding gradients as the
network depth increases, rather than overfitting. The vanishing gradient problem can cause
higher test and training errors.

Furthermore, experimental results indicate that the number of convolution kernels
does not always have a positive effect. It is also possible for models with too many layers
of convolution and too many convolution kernels to become overfitted, thereby reducing
their computational efficiency.

Moreover, the use of large kernels is particularly advantageous for CNNs with raw
acoustic signals as input. As shown in Table 5, the network performed better when the
kernel size of the first convolutional layer was set to 500. Further, changing the kernel
size of the first convolutional layer to 1000 without changing the filter number can cause
drops in performance due to only macroscopic features being extracted by the network.
The reason supporting the use of a large kernel may be the larger effective receptive field.
According to Hanin et al. [62], neural networks require sufficient width, whereas simply
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increasing the depth does not guarantee the network’s generalization capacity. In addition,
using a wide kernel in the first convolutional layer of a convolutional neural network can
suppress noise [63].

Table 6 shows the optimization results of the PCNN. Based on these results, the model
number 1 was selected. By using the residual connection, the network degradation problem
associated with a too-deep network can be avoided.

Figure 11 presents the average confusion matrices of the five models listed in Table 6.
Model 1 demonstrates a strong identification capability for positive samples. Additionally,
it can be observed that residual connections enhance the overall identification performance
of the models on the dataset.
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As can be seen in Table 6, the performance of the PCNN with four convolutional layers
in the feature fusion stage is even lower than that of the network with two convolutional
layers when the residual connection is not used. Therefore, it appears that deeper networks
are more difficult to optimize.

The model optimization helped determine the optimal hyperparameters and architec-
ture (same as the reference model in Figure 6) of the PCNN.

Figure 12a,b show the loss and accuracy of the optimized PCNN for one trial. The
presence of spikes on both the loss function and accuracy curve can be attributed to the
fact that the dataset cannot be evenly partitioned by the batch size. As a result, some
mini-batches contain insufficient data, which in turn causes abnormal fluctuations during
the model training process. The PCNN converges fast, within 50 epochs, and exhibits
excellent classification performance. There is an average validation accuracy of 99.70%
with a standard deviation of 0.12% for the ten trials.
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3.2. Performance Comparison

Based on the dataset obtained, the effectiveness of the PCNN is compared with other
leak detection frameworks (for water or gas pipes) proposed by other scholars. The results
are illustrated in Table 7.

Table 7. Performance comparison among different leak detection frameworks.

Input Method
Evaluation Criteria (%)

Acc Sen Spe F1-Score

Raw signals CNN [49] 98.45 ± 0.61 98.80 ± 0.66 98.15 ± 0.76 98.42 ± 0.61
Raw signals EEMD+CNN [64] 98.04 ± 0.56 97.14 ± 1.07 98.83 ± 0.40 98.08 ± 0.53

Raw signals Ensemble
1D-CNN-SVM [18] 98.87 ± 0.26 99.20 ± 0.35 98.58 ± 0.46 98.84± 0.26

2D MFCCs CNN [44] 98.59 ± 0.49 99.37 ± 0.26 97.90 ± 0.82 98.54 ± 0.51
TFD features KPCA-SVM [65] 94.97 ± 1.70 95.05 ± 2.24 94.90 ± 2.31 94.94 ± 1.71

Wavelet features SVM [66] 95.61 ± 1.44 95.33 ± 1.66 95.86 ± 2.02 95.61 ± 1.47
MFCCs + TFD features + Raw signals PCNN 99.70 ± 0.12 99.93 ± 0.15 99.51 ± 0.21 99.69 ± 0.13

From Table 7, the PCNN with MFCCs’ and TFD features and raw signals as input
performed better than other leak detection frameworks with partial features, indicating
that feature fusion helps the model achieve better detection performance. However, the
CNN and ensemble 1D-CNN-SVM with the original signal as input perform better than the
SVM with TFD features or wavelet features, indicating that CNN can extract representative
features from raw signals for leak detection. Additionally, CNN with 2D MFCCs as input
performed better than the CNN with raw signals, showing that MFCCs’ features are
particularly useful for leak detection tasks.

Figure 13 shows the average confusion matrix of the seven models listed in Table 7.
It can be observed that except for PSCNN, the CNN with 2D MFCCs as input exhibits
the second highest recognition capability for positive samples. In addition, compared to
the HFB classifier, the CNN structure appears to have stronger recognition capability for
negative samples. Moreover, the PCNN has the best recognition capability for both positive
and negative samples.
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It can be inferred that the PCNN shows superior performance over other leak detection
frameworks due to the use of MFCCs’ features and the architecture of feature fusion.

3.3. Quantitative Analysis

In this study, a quantitative analysis of the PCNN model is conducted to study the
effect of the input and feature fusion framework. In Table 8, a performance comparison is
presented between the optimized PCNN, its four variants, and four CNN models that have
only one convolutional stream receiving inputs.

In Table 8, PCNN-MLP denotes the PCNN without the feature fusion stage, PCNN-
MFCCs&Raw denotes the PCNN with MFCCs’ features and raw signals as input, PCNN-
TFD&Raw denotes the PCNN with TFD features and raw signals as input, PCNN-Raw&Raw
represents the PCNN wherein both convolutional streams take the raw signal as input,
CNN-MFCCs denotes the CNN with MFCCs’ features as input, CNN-TFD denotes the
CNN with TFD features as input, CNN-MFCCs&TFD denotes the CNN with the whole
handcrafted features as input, and CNN-Raw denotes the CNN with raw signals as input.

The results show that PCNN-MFCCs&Raw, PCNN-TFD&Raw, and PCNN-MLP perform
better than CNN-MFCCs, CNN-TFD, CNN-MFCCs&TFD, and CNN-Raw, indicating that
feature fusion of handcrafted features and raw signals helps to achieve improved performance.
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Figure 14 displays the average confusion matrix of the nine models listed in Table 8.
It can be observed that all PCNN models using handcrafted features and raw signals as
inputs exhibit excellent recognition capability for positive samples. In terms of recognizing
both positive and negative samples, CNN-MFCCs outperforms CNN-Raw, highlighting
the powerful capability of MFCCs.

Water 2023, 15, x FOR PEER REVIEW 23 of 31 
 

The results show that PCNN-MFCCs&Raw, PCNN-TFD&Raw, and PCNN-MLP 

perform better than CNN-MFCCs, CNN-TFD, CNN-MFCCs&TFD, and CNN-Raw, indi-

cating that feature fusion of handcrafted features and raw signals helps to achieve im-

proved performance. 

Figure 14 displays the average confusion matrix of the nine models listed in Table 8. 

It can be observed that all PCNN models using handcrafted features and raw signals as 

inputs exhibit excellent recognition capability for positive samples. In terms of recogniz-

ing both positive and negative samples, CNN-MFCCs outperforms CNN-Raw, highlight-

ing the powerful capability of MFCCs. 

 

Figure 14. Average confusion matrices for models 1-8 in Table 8, each represented by its correspond-

ing sub-figure (a–i). 
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sub-figure (a–i).

Notably, PCNN-Raw&Raw did not demonstrate superior performance compared
to CNN-Raw. It is speculated that this may be due to the fact that both convolutional
streams in PCNN utilize raw signals as inputs, which does not fundamentally differ from
employing twice the number of convolutional kernels in CNN. The inferior performance
of PCNN-Raw&Raw, relative to CNN-Raw, could be attributed to the limited information
exchange between the two streams, which primarily occurs at a higher level and may
thus contribute to the deterioration of performance to some extent. Accordingly, the result
shows that the approach of utilizing multiple identical inputs to construct a PCNN, or even
a three-channel convolutional neural network, may be infeasible. Additionally, it can be
inferred that the fusion of handcrafted features and deep representation is the crucial factor
for improving model performance, rather than the utilization of a PCNN.
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Table 8. Quantitative comparison among different methods.

Method
Evaluation Criteria (%)

Acc Sen Spe F1-Score

PCNN-MLP 99.58 ± 0.19 99.81 ± 0.14 99.38 ± 0.31 99.57 ± 0.20
PCNN-MFCCs&Raw 99.64 ± 0.20 99.86 ± 0.11 99.44 ± 0.29 99.62 ± 0.20

PCNN-TFD&Raw 99.28 ± 0.23 99.72 ± 0.20 98.89 ± 0.33 99.25 ± 0.23
PCNN-Raw&Raw 98.28 ± 0.63 98.80 ± 0.60 97.82 ± 0.53 98.24 ± 0.64

CNN-MFCCs 98.90 ± 0.40 99.39 ± 0.26 98.48 ± 0.67 98.87 ± 0.42
CNN-TFD 94.32 ± 0.76 95.77 ± 1.46 96.79 ± 1.21 96.33 ± 0.76

CNN-MFCCs&TFD 99.27 ± 0.27 99.25 ± 0.40 99.28 ± 0.36 99.26 ± 0.28
CNN-Raw 98.45 ± 0.61 98.80 ± 0.66 98.15 ± 0.76 98.42 ± 0.61

PCNN 99.70 ± 0.12 99.93 ± 0.15 99.51 ± 0.21 99.69 ± 0.13

In addition, CNN-MFCCs performs better than CNN-TFD and CNN-Raw, which
suggests that MFCCs’ features are more effective for leak detection than TFD features or
deep representations. CNN-MFCCs&TFD presents a better result than CNN-TFD and
CNN-MFCCs, indicating that MFCCs’ and TFD features complement each other. This
proposed leak detection framework, which incorporates MFCCs’ features, TFD features,
and raw signals as input and performs feature fusion using multiple convolutional streams,
demonstrates the highest accuracy.

3.4. Model Visualization

The research goal is to study how leak and non-leak signals are distinguished in the
feedforward process of a PCNN, and study which stage plays the most critical role.

Figure 15 presents the feature map distributions of the input layers and inner layers of
a PCNN visualized with t-SNE.

In Figure 15, The X and Y axes in a t-SNE plot are used to represent the pairwise
relationships between points. The pairwise distances between points are reflected in their
positions on the plot, with points that are close to each other indicating a high degree of
similarity and points that are far apart indicating dissimilarity. The samples used in this
section are derived from the test dataset of one trial.

Figure 15 shows that the feature extraction capability of the PCNN model gradually
improves with feedforward propagation. Leak samples are clustered with non-leak samples
in Figure 15a,e. However, Figure 15n shows there is clearly a linear boundary between
leak and non-leak samples, except for partially misclassified samples, indicating that the
PCNN provides an effective feature extraction and classification approach that can largely
separate leak and non-leak samples.

Additionally, the results show that neither the feature extraction stage (Figure 15a–d)
nor the feature engineering stage (Figure 15e–h) alone is capable of mapping most of the
leak and non-leak samples into a linearly separable space. It is relevant to mention that
there are two types of misclassification. For example, some samples of categories L3 and
L6 presented in Table 3 remain clustered with the non-leak samples in Figure 15d (see the
black circle), leading to the first type of misclassification. The sample categories L3 and L6
are leak categories with relatively large buried depths and hence the classification error. At
deeper depths, the leak signals and the non-leak signals gradually become indistinguishable
because the high-frequency components are attenuated [48]. Additionally, as indicated by
the black circle in Figure 15h, the feature engineering stage fails to separate some non-leak
samples from the samples from leak categories L1 and L4, resulting in the second type
of misclassification. Previous researchers have encountered this problem in acoustic leak
detection methods based on handcrafted features. According to the study [49], flow noise
has a significant effect on handcrafted features, which cause a false alarm. In general, the
failure of convolutional neural networks with a single convolution flow is mainly caused
by the two types of misclassifications mentioned above.
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extraction stage; (e–h) distributions in the feature engineering stage; (i–k) distributions in the
feature fusion stage; (l) distributions in flatten layer; and (m,n) distributions in the classification
stage. The black circles in (d,h) indicate the aggregation of leak and leak samples, while that in (n)
indicates the misclassifications.

In addition, the feature fusion stage plays a significant role in the classification perfor-
mance of the proposed model. It is worth mentioning that there are fewer incorrectly classified
samples in the feature map distribution of the concatenation layer (Figure 15i). Figure 15j,k
show the number of incorrectly classified samples is further reduced. Feature fusion helped
reduce the classification errors; most leak and non-leak samples can be linearly separated
in Figure 15l. Only a few samples are misclassified in Figure 15m,n. In Figure 15n, the
misclassified samples are indicated by black circles. Some samples of environmental noise
(for example, the sound of running water collected along the river bank) and the turbulent
sound associated with the normal operation pipe were misclassified as leaks, while some leak
samples from the plastic pipe at a high burial depth were not identified.

3.5. Interpretability Analysis

It is important to show what the PCNN model learned from the raw signals and
handcrafted features. Saliency maps are used to visualize the impact of inputs on model
predictions. To highlight important features or signal points, normalization is performed
on the saliency values of each input.

Figure 16a,b show each sample category and the averaging of saliency values for
handcrafted features and raw signals, respectively. The aim of averaging is to identify the
common pattern for each category that the PCNN leverages to make predictions.

Figure 16a shows the PCNN has different attention patterns for leak and non-leak
samples when the handcrafted features are used as input. It can be observed that that the
features from XMel1 to XMel13, the clearance factor XC f , the margin factor XM f have higher
saliency values, indicating that these features are more critical to decision-making. Some
categories pay additional attention to certain features, which reveals the basis for the ability
of the proposed model to identify these categories. For example, XMel13 is the feature that
the PCNN model pays the most attention to when identifying categories L1 and L4 as leaks.
The feature XMel13 reflects the energy of the signal. Acoustic emission signals generated by
leaks carry a substantial amount of energy [67]. The lower buried depth of leak categories
L1 and L4 results in less attenuation in energy. Environmental noise N7 is also observed to
have a higher saliency value in XMel13, which may explain why some samples of N7 were
mistaken for leaks.

Figure 16a also shows that the leak categories L2, L3, L5, and L6 are more likely to
focus on TFD features and dynamic MFCCs than non-leak categories. However, categories
L1 and L4 seem to be similar to the non-leak categories. The result is consistent with the
aggregation state of categories L1, L4, and non-leak categories in Figure 15h.

Figure 16b shows that the PCNN exhibits similar attention patterns for leak samples
(except for categories L3 and L6) in the saliency maps for raw signals. Leak categories L3 and
L6 show a large difference from other leak categories due to the strong signal attenuation
recorded at deeper burial depths. Figure 16b also shows that all saliency maps have lower
values at the top and bottom of the vertical axis. This indicates that the PCNN pays less
attention to the starting and ending regions of the raw signals.
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4. Conclusions

In conclusion, this study presents a novel approach for leak detection in water distribu-
tion systems (WDS) using ground acoustic signals. By integrating a PCNN structure with
handcrafted features and deep representations, the authors achieve a superior performance
in leak detection. The dataset was collected using electronic amplified listening devices.
Additionally, the authors use four evaluation metrics and confusion matrices to assess the
effectiveness of different leak detection architectures and methods.

Through optimizing the architectures and hyperparameters, the study demonstrates
that the structure and hyperparameters have a significant impact on the performance of
PCNN models, and that using large kernels is particularly advantageous for CNNs or
PCNNs with raw acoustic signals as input.

Remarkably, the optimized PCNN model, which employs TFD features, MFCCs’
features, and raw signals as inputs, outperforms the HFB classifier and traditional deep
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learning architecture in leak detection. The use of MFCCs’ features and the architecture of
feature fusion contributes to the impressive accuracy of 99.70%.

Although all PCNN structures using handcrafted features and raw signals as inputs
perform better than CNNs, this study highlights the limitations of using the same input
for PCNNs. The fusion of handcrafted features and deep representation is the key to the
improvement in model performance.

Furthermore, the authors implement visualization and interpretability analysis of the
PCNN, and demonstrate that the feature fusion stage of PCNN significantly reduces the
misclassification phenomena in single convolution streams of CNNs. Additionally, the
study highlights the potential of MFCC’ features over traditional TFD features for pipeline
leak detection.

However, the efficiency of this method is still relatively low compared to correlation
analysis method, and further work will focus on developing a multi-channel acoustic
signals information fusion framework based on the PCNN model. The aim is to develop
more convenient and efficient non-intrusive leak detection equipment, such as dynamic
multi-probe instruments capable of automatic sampling. In addition, it will be interesting to
implement a more robust deep learning workflow for leak detection in WDS. The proposed
architecture for feature fusion can be applied in other research areas to integrate handcrafted
features and deep representations.
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