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Abstract: Dam settlement monitoring is a crucial project in the safety management of concrete face
rockfill dams (CFRD) over their whole life cycle. With the development of an automatic monitoring
system, a large amount of settlement data was collected. To precisely predict the structural health of
dams, a combined multiple monitoring points (MMP) model and a machine learning model has been
developed. In this paper, based on the physical factors of the CFRD, we comprehensively analyzed
the influence of water level load transfer, rockfill rheology and soil properties on the settlement during
the impoundment operation period. Then, we established a space-time distribution model of the
CFRD during its operation period under multiple factors. An extreme gradient boosting (XGBoost)
model was used for fitting prediction, and the model was evaluated using various performance
indicators. The results show that spatial parameters such as the upper filling height, rockfill thickness,
panel-point distance and soil material correlate to the deformation characteristics of the rockfill dam.
Taking the monitoring data of the settlement of the Liyuan CFRD as an example, the new MMP model
was evaluated and used to predict the settlement of the full-section points with higher accuracy,
which has certain application and popularization value for related projects. Then, to evaluate the
contribution of the components of the new MMP model, the SHapley Additive explanation (SHAP)
methods are used to evaluate the importance of the selected factors, and the reasonability of these
factors is verified.

Keywords: multiple measuring points; concrete face rockfill dam; XGBoost; dam settlement monitoring;
factor importance analysis

1. Introduction

Settlement deformation monitoring is a crucial project in the safety management of
concrete face rockfill dams (CFRD) over their whole life cycle [1]. Performing systematic
monitoring and data prediction of the structural state of the dam is beneficial to dam
managers in that it helps them understand and accurately evaluate the running state
of the dam in a timely manner, provide early warnings and implement maintenance
measures [2,3]. With the development of automatic monitoring systems, the number of dam
deformation monitoring sensors has increased greatly. The method of using deformation
data to evaluate dam structure health has gradually changed from a single monitoring
point model to a combination of a multiple monitoring points (MMP) model and a machine
learning (ML) model [4–7]. Therefore, it is of great scientific significance to research a new model
of the settlement of CFRDs to gain control of the overall deformation trends of these dams.

The traditional MMP model has been used to evaluate the deformation of CFRDs.
Sun et al. [8] applied the MMP model to the prediction of settlement displacement during
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the operation period of a CFRD and verified the applicability of the model. However,
the function expression was not improved according to the deformation characteristics of
CFRD, and the continuous influence of rheology and soil compaction on the settlement was
ignored. This is because the traditional MMP model is derived from a simplified model of
the concrete dam, where the concrete dam’s body is assumed to be a rigid structure. A sim-
ple model is not perfectly suitable to represent a CFRD, for a CFRD is a complex of elasticity,
plasticity and viscosity. Given the complicated model factors and modeling, Huang et al. [9]
and Chai et al. [10] used the Back Propagation (BP) algorithm, which is a learning algorithm
based on the gradient descent method and suitable for multilayer neuronal networks, to
replace the combination of a statistical model and MMP model. They also expanded the
sample space using the monitoring data of multiple measuring points to build the corre-
sponding displacement monitoring model and reflect the overall deformation of the dam.
Li et al. [11] and Lu et al. [12] took into account the factors influencing rockfill settlement
and derived the spatiotemporal function expression for the instantaneous and continuous
soil deformation caused by filling during the construction period. However, during the
storage period of the rockfill dam, the settlement displacement is mainly composed of a
water level component and a time component, so it is necessary to further analyze the
influence of hydraulic pressure on the settlement during the operation period based on the
original model [13,14]. Therefore, the expressions of multiple measuring points conforming
to the deformation law of a rockfill dam need to be derived according to the deformation
characteristics of the CFRD.

In the past few decades, machine learning has made great advances to solve problems
in the field of civil engineering, such as predicting the material properties of concrete and
monitoring the health of structures [15]. The artificial neural network algorithm is the
earliest machine learning algorithm [16]. Artificial neural networks are used to predict the
shear strength of concrete beams reinforced by composite materials. Kim and Kim [17]
adopted the artificial neural network method to establish an artificial intelligence prediction
model to predict the relative settlement of the dam top based on the measured settlement
data of 30 faced rockfill dams. Support vector regression was then developed to effectively
solve nonlinear regression estimation problems. Su et al. [18] proposed a method of
optimizing algorithm parameters and input vectors and a new method for updating model
monitoring in real-time based on the dam safety monitoring model based on support vector
machines (SVM), which improved the accuracy of prediction. Furthermore, the Support
Vector Regression (SVR) algorithm is often combined with other algorithms, such as Fuzzy
Logic algorithms (FL) and Genetic Algorithms (GA), etc., to improve the training speed and
prediction accuracy. Marandi et al. [19] predicted the settlement of faced rockfill dams using
a genetic programming algorithm. Moreover, the decision tree algorithm benefits from its
straightforwardness, observability and interpretability, providing a convenient and reliable
solution to the regression problem. Decision tree generation algorithms include the ID3
algorithm, the C4.5 algorithm and the Classification and Regression Tree (CART) algorithm.
The Gradient Boosting Decision Tree (GBDT) is the most representative decision tree
algorithm and is combined with ensemble learning. XGBoost (extreme gradient boosting)
is an ensemble learning method based on the GBDT model optimization proposed by Chen
and Guestrin [20], which can be widely used in machine learning challenges and data
science applications [21]. Lim and Chi [22] adopted the XGBoost algorithm to evaluate the
degree of damage done to a bridge and used the Shapley value to evaluate the influence
of each parameter in the input variable on the predicted results. Shi et al. [23] employed
an XGBoost model to predict the stability of a landslide dam considering missing data
and show that the XGBoost model can improve model accuracy compared with the rapid
evaluation methods widely used at present. Wakjira and his team [24,25] presented a total
of seven ML models, namely kernel ridge regression, K-nearest neighbors, support vector
regression, classification and regression trees, random forest, gradient boosted trees and
XGBoost, to choose the best predictive model for fabric-reinforced, cementitious matrix-
strengthened beams. They show that the XGBoost model is the most accurate model with
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the highest coefficient of determination. Nguyen et al. [26] applied the XGBoost model, an
artificial neural network (ANN) and random forest (RF) to the prediction of the punching
shear resistance of reinforced concrete (R/C) interior slabs without shear reinforcement. Their
results show that the XGBoost model presented the most accurate prediction among all
models, with the coefficient of determination (R2) for the testing dataset being equal to 0.9578.

XGBoost is composed of the integration of several weak learners. The basic idea is
to fit the residual of the previous weak learner’s training by adding new weak learners
and obtaining the predicted score of each sample at the end of the training. Finally, the
predicted scores of all weak learners are added together, namely the predicted value of
the sample. XGBoost has undergone a lot of optimization based on the Boosting model,
which includes: (1) performing second-order Taylor expansion on the objective function,
which improved the model accuracy; (2) adding the regularization term to the objective
function to reduce the complexity and effectively prevent overfitting; and (3) the sample
automatically learning the splitting direction of the missing value to process the missing
value. XGBoost further upgrades Bagging and Boost’s initial integrated algorithm. XG-
Boost also has certain improvements in sample selection, parallel computation and missing
value handling, etc. [27]. Together, these improvements make XGBoost show significant
advantages in computational efficiency and prediction results, making it one of the most
popular algorithms nowadays [26]. Compared with other decision tree algorithms, the
XGBoost algorithm has unique advantages, such as the introduction of penalty functions
and random variables for decision tree structure to reduce the overfitting phenomenon
of the model [24,25,28–31]. At the same time, each decision tree of the XGBoost model
is completely independent, which enables the XGBoost algorithm to have superparallel
computing capabilities [20]. Since the multi-factor MMP model contains discrete char-
acteristic variables and requires precision analysis of the model, we adopt XGBoost to
construct the MMP model.

Factor importance analysis can reflect the reasonability of components of the MMP
model and assist in screening these factors to make the model more robust [18]. Considering
that XGBoost cannot determine what kind of correlations (positive or negative) exist
between these factors and the settlement, we further use the SHAP method to conduct
the factor importance analysis. SHAP is a model interpretation package developed based
on Python that can interpret the output of machine learning models. The basic idea is to
calculate the marginal contribution the factors bring into the model. Then, taking into
account the different marginal contributions of the factor in all cases, the SHAP value is the
contribution value assigned to each factor in the sample. The SHAP method can realize a
visual analysis and explain the value of the model from the characteristic factors [32]. As an
explainable machine learning model, the use of a unified SHAP method was investigated
to explain the predicted response and rank the input factors and their interactions [24,25].

In this paper, the influence of the load transfer of the water level, the flow of the rockfill
body and the characteristics of the soil on the settlement during the operation period are
comprehensively analyzed. The spatial parameters which are more consistent with the
deformation characteristics, such as the upper fill elevation, the thickness of the rockfill
and the distance between the measuring point and the face plate, are used to replace the
original position coordinates. Based on this, the MMP model of the rockfill dam during
the operation period under the action of multiple factors is established. It is proven that
the combined model of the new MMP model and the XGBoost algorithm has a higher
prediction accuracy regarding the CFRD using the actual engineering data. Then, the factor
importance analysis was conducted to figure out the orders of importance of these selected
factors. This work has certain reference values for the safety monitoring of dams.

2. Materials and Methods
2.1. The Multi-Factor and Multi-Monitoring Point Statistical Model

At present, the main statistical model for dam deformation monitoring is hydrostatic-
seasonal-time (HST), which uses the function expression of time, reservoir water level and
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periodic temperature to fit the dam deformation rule. The HST model is presented as the
sum of the water pressure component (δH), temperature component (δS) and time effect
component (δT) [3,11]:

δ(h, t, s) = δH(h, t) + δS(s) + δT(t) (1)

Based on the original HST model, the mathematical expressions of the water pres-
sure component δH, the temperature component δS and the time effect component δT are
improved. The rheological component δε and the material component δm are added.

2.1.1. The Water Level Component δH

The water level component δH is the sum of the water level component of settlement
measurement points δ′h and the pre-reservoir water level component f (h):

δh = δ′h + f (h) = b0 + b1 · Ah1−n · d1

d2
+ b3h (2)

where b0, b1, b2 and b3 are the coefficients of regression; h is the elevation difference between
the water level and the measuring point; d1 is the rockfill thickness; d2 is the distance from
the measuring point to the face panel (Figure 1); h represents the average water levels in the
3 days before the observation date; n is the modulus of elasticity index; and A is a constant.
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2.1.2. The Temperature Component δS

The relationship between the deformation of rockfill body δS and temperature with the
annual periodicity of the freezing period can be expressed by using the periodic function:

δS =
2

∑
i=1

(cos
2πit
365

+ sin
2πit
365

) (3)

where t is the cumulative number of days from the monitoring date to the starting date.

2.1.3. The Time Effect Component δT

According to the monitoring data of the CFRD, the settlement in the late settlement
period tends to converge gradually and eventually becomes stable. The settlement vs.
per unit dam height (the proportion of settlement amount to dam height) has a linear
relationship with the logarithm of time, as follows:

s =
αH′

100
(ln θ − ln θ0) (4)

where α is the regression coefficient; H′ is the height of the dam; θ = t/100; θ0 = the
cumulative number of days since the selected monitoring date/100; and n′ is the soil
porosity at the measurement point.



Water 2023, 15, 1081 5 of 16

2.1.4. The Rheological Component δε

The expression of the rheological component of the dam body should be combined
with the rewritten formula of the vertical compression modulus [33] and the rheological
curve, as shown below:

δε = a0 + a1(1− e−Dt)
γHd1

Erc
(5)

where a0 and a1 are the coefficients of regression; D is the initial relative deformation rate;
γ is the bulk density of the filled rockfill; H is height of filled rockfill above the measuring
point; Erc is the tangential modulus of the rockfill and according to the Duncan–Chang
model; and Erc can be presented as:

Erc = KPa(
σ3

Pa
)n[1−

R f (σ1 − σ3)(1− sin ϕ)

2c cos ϕ + 2σ3 sin ϕ
]2 (6)

where Rf is the failure ratio; σ1, σ3 are the large and small principal stresses, respectively;
c is the cohesion force; ϕ is the friction angle; K is the tangent elastic modulus; and Pa is the
atmospheric pressure.

Then, substituting Equation (6) into Equation (5), we can obtain the expression δε:

δε = a0 + a1(1− e−Dt)A1H1−n · d1 (7)

where n is the elastic modulus index; ξ is the lateral pressure coefficient, and

A1 =
γ1−n

[1− R f (1−ξ)(1−sin ϕ)

2ξ sin ϕ ]
2
· K · ξn

(8)

2.1.5. The Material Component δm

In this paper, three material parameters, namely, the soil porosity at the measurement
point n′, the coefficient of compact permeability k, and the dry density ρ are brought into
the regression analysis according to discrete variables. It is assumed that the functional
relationship between a certain point settlement and its material parameters is as follows:

δm = f (n′, k, ρ) (9)

where f is the regression formula.
To sum up, the statistical model expression of the settlement of the rockfill during the

operation period is established, which is the sum of the above components:

δ = δh + δS + δT + δε + δm = a1(1− e−Dt)A1H1−n · d1 + b1h1−n · d1
d2

+b2(1− e−Dt)h + b3h + c1(ln θ − ln θ0) + d1 f (n′, k, ρ) + α
(10)

It should be noted that the temperature component is very small for the settlement
of the mearing points, so it was not included in the final statistical model. According
to the multi-factor MMP model, it can be found that the settlement deformation of the
rockfill body is related to the three position factors of the upper fill elevation (H), the rockfill
thickness (d1) and the distance from the measuring point to the face panel (d2). These three
parameters can be used to represent the position coordinates of any point in the dam, so they
can be used as variables to represent the spatial position. When the reservoir water level
elevation is fixed, the deformation at different points is also related to the filling material
at the location. These parameters are used to represent the comprehensive influence of
the rockfill crushing characteristics, compression deformation properties or other factors
in different rockfill areas, to explain the reasons for the differences in settlement values at
different measuring points under the same external environmental conditions.



Water 2023, 15, 1081 6 of 16

2.2. XGBoost Model for Multiple Monitoring Points Model

When the XGBoost prediction model of the MMP model for the settlement of CFRD
is established, the input variables are 13 influence factors affecting the settlement, which
are obtained from the statistical model (Equation (10)) of the running period of the rockfill.
For the specific input variables, see Table 1. The output variable is the settlement value
of 12 measuring points in the whole section. To show the superiority of the XGBoost
model, we also perform the prediction using the base learner, which is a classification and
regression tree (CART). A comparison between the performance of the XGBoost model
and the CART model is shown to indicate the necessity of using the XGBoost model over
simpler white box models.

Table 1. Input variable set.

Water Level Component
(δH)

Rheology–Soil Weight
Component (δε)

Time Effect
Component (δT)

Material Component
(δm)

Factors h1−n(d1/d2), h(1− e−Dt)h (1− e−Dt)H1−n ·
d1d1, d2, H, Hd1

ln θ, ln θ0 n′, k, ρ

2.3. Hyperparameter Optimization and Performance Measures

During model training, it is necessary to optimize the hyperparameters in the ma-
chine learning algorithm. Common hyperparameter optimization methods include grid
search [29,34], random search, Bayesian optimization [35], etc. Grid search requires travers-
ing all hyperparameter combinations, which consumes a lot of computational resources,
which are already limited, and model training is slow. The random search method ran-
domly selects different combinations of hyperparameters with great randomness. Bayesian
optimization is a method of automatic adjustment of hyperparameters, which will track the
evaluation results of every combination of hyperparameters tried in the past and form a
probabilistic model. This model is called the “proxy” of the objective function. Before trying
the next set of hyperparameters, the Bayesian optimization method will refer to this proxy
model and select the hyperparameter with the best performance on the proxy function
to evaluate the actual objective function. Compared with grid search and random search,
Bayesian optimization has better performance and can reduce the computing time. In this
paper, the method of Bayesian optimization combined with K-fold cross-validation is used
to optimize the hyperparameters of the model. Using at the hyperparameter values selected
by the Bayesian optimization algorithm, the K-fold cross-validation method was used to
evaluate the performance of the model under the selected combination of hyperparameters.
When the hyperparameters are optimized by Bayesian optimization, the domain space is
the value range of the hyperparameter to be searched, and the objective function is the
evaluation index value of the model’s prediction performance on the verification set using
the current combination of hyperparameters. The specific steps are as follows:

(1) Establish the alternative probability model of the objective function: some hyper-
parameters are randomly generated in the domain space, and K-fold cross-validation is
used to train and evaluate the model. The evaluation results are used to describe the ability
b of these models and the prior data set O = {(a1, b1) . . . , (ak, bk)}. A Gaussian model, GM,
is fitted based on O fitting. (2) Select the hyperparameter with the best performance on the
agent function: find the maximum hyperparameter a′ under GM through the collection
function. (3) Apply the selected optimal hyperparameter to the objective function: the
model is trained and evaluated based on the hyperparameter a′ and K-fold cross-validation,
and the evaluation results are used to describe the ability of the model b′. (4) Update the
proxy model and add (a′, b′) to set O. (5) Repeat steps (2)~(4) until the maximum number
of iterations or running time is reached.

The specific steps of K-fold cross-validation taken to train and evaluate the model are
as follows: (1) Divide the training set into K parts. (2) i (i = 1, 2, . . . , K) is the test set, and
the remaining K − 1 is the training set. K data sets are constructed. (3) For the current
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combination of hyperparameter values, K different models are trained based on the K data
sets in step (2) and test index values are calculated. (4) Calculate the mean value of the K
test index values as the evaluation value of the model’s prediction performance using the
combination of corresponding hyperparameter values.

The XGBoost algorithm has many parameters, and different selections of parameter
will affect the model’s prediction performance. The hyperparameters of the XGBoost model
selected in this paper to be optimized and their implications are shown in Table 2, along
with the range settings of each hyperparameter and the optimal value results under 5-fold
cross-validation. The eta parameter is the shrinkage step size, and the model robustness can
be improved by reducing the weight of each step. The value range is [0.01, 0.3]. Max_depth
is the maximum depth of the decision tree. As the depth of the tree increases, the model will
have a higher grasp of the local factors of the sample. The value range is [3, 10]. Learning_rate
is the learning rate, which affects the speed at which the parameter is updated to the optimal
value. The value range is [0.05, 0.3]. N is the maximum number of iterations or the maximum
number of weak learners, which mainly affects the fitting degree of the model.

Table 2. Parameters of XGBoost Model.

Parameters Value Range Note

eta 0.2 [0.01, 0.3] the shrinkage step size
max_depth 5 [3, 10] the maximum depth of the decision tree

learning_rate 0.1 [0.05, 0.3] the learning rate
N 160 / the maximum number of iterations

The mean absolute error (MAE), mean absolute percentage error (MAPE), root mean
square error (RMSE) and coefficient of determination (R2) of different measurement points are
used as quantitative indicators to evaluate the prediction ability of the model. The calculation
of MAE, MAPE and RMSE and R2 are presented mathematically by Equations (12)–(14):

MAE =
1
N

N

∑
i=1
|yi − ŷi| (11)

MAPE =
1
N

N

∑
i=1

∣∣∣∣yi − ŷi
yi

∣∣∣∣ (12)

RMSE =

√√√√ 1
N

N

∑
i=1

(yi − ŷi)
2 (13)

R2 = 1−

N
∑

i=1
(yi − ŷi)

2

N
∑

i=1
(yi − y)2

(14)

where y and ŷ the target and predicted values respectively, y is the average of the target
values and N is the number of data points.

2.4. Factor Importance Analysis Based on SHAP

The SHAP functions interpret the impact of each factor on the predicted value of
each individual and provide the visible factor importance analysis [36,37]. It is an additive
explanation model constructed by SHAP inspired by cooperative game theory with all
the characteristics treated as “contributors” [38]. For each predicted sample, the model
generates a predicted value, and the SHAP value is the value assigned to each factor in the
sample [39]. The process of this analysis is as follows: Suppose that the ith sample is xi, the
factor j of the ith sample is xij, m is the number of factors in the model, the predicted value
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of the sample is yi, the baseline of the whole model (usually the mean value of the target
variable of all samples) is ybase, and the SHAP value is shown as follows [36]:

yi = ybase + f1(xi1) + f2(xi2) + · · ·+ fi∗j(xij) + · · ·+ fi∗j∗m(xmj) (15)

where f (xij) is the SHAP value of xi, e.g., f (xi1) is the contribution of the first factor in the ith
sample to the final predicted value yi. When f (xi1) > 0, it indicates that this factor increases
the predicted value, showing a positive correlation; otherwise, it indicates that this factor
reduces the predicted value, which is a negative correlation. The new MMP model and the
traditional model have 13 + 11 influencing factors, which are chosen as influencing factors
(see Table 3). The factors of the new MMP model are represented by X series, while the
factors of the traditional model are represented by Y series. It should be noted that all the
factors are independent and have distinct meanings.

Table 3. Influence variables set.

Components from
the MMP Model NO. Factors Components from the

Traditional Model NO. Factors

Water level
component

X1 h1−n(d1/d2)

Water level component

Y1 h

X2 h Y2 h2

X3 (1− e−Dt)h Y3 h3

Rheology–soil
weight component

X4 (1− e−Dt)H1−n · d1

Temperaturecomponent

Y4 sin 2πt
365

X5 d2 Y5 cos 4πt
365

X6 d1 Y6 cos 2πt
365

X7 H Y7 sin 4πt
365

X8 Hd1
Location component

Y8 x

Time effect
component

X9 ln θ Y9 y

X10 ln θ0
Time effect component

Y10 ln θ

Material component

X11 n′ Y11 ln θ0

X12 k Note: Time effect components are same in the two models;
X5(d2) and Y9(y) are the same.X13 r

3. Case Study

We use the actual monitoring data of the Liyuan CFRD to evaluate the feasibility of
settlement prediction using the newly derived MMP model. The Liyuan CFRD is located
in the middle reach of the Jinsha River, Lijiang City, Yunnan Province. The dam began to be
filled in the middle of August 2011, and the main part of the dam was completed at the end
of July 2013. The construction period of the concrete panel was from 28 November 2013 to
28 May 2014, and the water storage began on 10 November 2014. The project’s reservoir
has the capacity for cycle regulation, the normal water level is 1618 m, the dead water level
is 1605 m, and the flood control limit water level is 1605 m (early July to early August). The
maximum dam height of the Liyuan CFRD is 155 m, and the normal water storage capacity
corresponds to 727 million m3.

We use the water level settlement gauge to monitor the settlement of the dam. The
gauges were arranged along the river at a distance of 35 m to obtain the vertical displace-
ment of the dam during the construction period and the operation period (see Figure 2).
There are three monitoring points on the settlement’s maximum cross-section which are
arranged horizontally along a straight line at the right side of the dam at 0 + 223 m. As
shown in Figure 2, most of the measuring points are located in the main rockfill area, and
some of them are located in the secondary rockfill area and the downstream rockfill area.
The arrangement and range of 12 measuring points on the cross-section covers the whole
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section and can reflect the settlement of the whole rockfill dam under external load well,
which is helpful in studying the prediction performance of the new MMP model. The
monitoring data selected for modeling in this paper are from November 2014 to March
2016, that is, the period from the initial storage to the normal water level. The data were
recorded once a week. A total of 924 effective data points can fully reflect the variation
trend of the settlement at the initial stage of the storage operation.
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4. Results
4.1. Prediction Accuracy of the New MMP Model

To verify the prediction accuracy and effectiveness of the new MMP model proposed
in this paper, a full-section deformation prediction model is established for the settlement
of the Liyuan CFRD measured at 12 monitoring points. We select 77 sets of settlement data
from the initial impounding in November 2014 to the normal water level in March 2016 as
samples for the analysis. A total of 924 valid data from 12 measurement points can fully
reflect the variation trend of the initial impounding settlement. The first 67 groups are used
as training data, and the last 10 groups are used as test data. The prediction period is from
July 2015 to March 2016. The period is 8 months. The long-period test set is helpful to
evaluate the prediction performance of the new MMP model.

The predicted residual distribution of the new MMP model is shown in Figure 3. As
can be seen from Figure 3 and Table 4, the normal distribution of the fitting residuals of
the 804 training groups used in the XGBoost model is mainly between −1 mm and 2 mm;
the mean and median of the residuals in the training set are about 1 mm, while the MAE
and RMSE values of each measurement point in the training set are mostly in the fitting
error range of 0–3 mm. The results show that the new MMP model can fit the deformation
of measuring points in the same section well. In the test set, the mean and median of
the residuals of 120 groups were slightly higher than 2 mm, and the prediction errors of
each measurement point were also around 2–3 mm. The difference between the fitting
and predicted residual values were small, indicating that the overall performance of the
XGBoost model was precise and had a good prediction performance.
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Figure 3. Box chart of model fitting and prediction residuals.

Table 4. Settlement fitting and prediction performance analysis of new multiple points monitoring
model.

Measuring Point
Training Set Test Set by XGboost Test Set by CART

MAE
/mm

RMSE
/mm MAPE/% R2 MAE

/mm
RMSE
/mm MAPE/% R2 MAE

/mm
RMSE
/mm MAPE/% R2

V2 3.41 4.18 1.54 0.88 7.31 7.74 2.65 0.85 9.54 8.65 5.88 0.49
V3 1.34 1.57 0.34 0.97 1.95 2.18 0.47 0.94 6.87 8.64 3.76 0.56
V4 2.24 2.58 0.54 0.95 4.00 4.19 0.88 0.93 5.88 6.00 1.56 0.58
V5 1.49 1.92 0.24 0.98 3.17 3.54 0.50 0.92 4.67 4.99 1.09 0.58
V6 0.93 1.37 0.17 0.99 1.35 2.05 0.24 0.96 4.56 3.77 1.88 0.64
V7 1.27 2.02 0.39 0.94 1.97 2.49 0.55 0.92 3.64 5.85 1.55 0.56
V9 2.39 2.86 0.62 0.95 1.77 2.09 0.41 0.93 5.47 6.16 1.2 0.59
V10 1.80 2.23 0.26 0.98 1.67 2.23 0.24 0.95 2.67 4.73 0.89 0.65
V11 2.44 2.68 0.49 0.96 2.14 2.48 0.42 0.93 4.34 4.53 1.14 0.67
V12 0.68 2.04 0.22 0.97 1.22 3.15 0.34 0.94 1.54 3.86 0.39 0.73
V14 1.23 2.22 0.34 0.94 4.12 4.79 1.00 0.90 8.12 8.42 3.55 0.62
V15 0.61 2.46 0.23 0.95 7.08 7.55 2.03 0.85 10.57 10.05 7.89 0.50

We then compared the subsidence obtained from XGBoost model and the CART model.
The prediction accuracy of the two algorithms (XGBoost and CART) can be quantitatively
compared using the data in Table 4. R2 is used to measure the correlation between the
actual value and the predicted value. The larger R2 is, the more accurate the prediction of
the algorithm is. In the test set, only the R2 of XGBoost algorithm is above 0.90, larger than
that of the CART model (around 0.6). This phenomenon shows that the XGBoost algorithm
has a higher prediction accuracy than its base algorithm (CART). The RMSE, MAE and
MAPE are all used to measure the difference between the actual value and the predicted
value. It can be seen that the model’s MAE and RMSE values at each measurement point in
the training set and the test set are smaller than 3 mm, while the RMSE and MAPE of the
test set from the CART algorithms are above 3 mm. The MAPE values of the training set
and test set from the XGBoost algorithm are less than 1%, much smaller than those from
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the CART algorithm, which are mostly higher than 1%. It can be seen that for predicting
the settlement of the CFRD, the predicted value of XGBoost shows the best correlation with
the actual value and the smallest error. This finding demonstrates the superiority of the
XGBoost model and indicates the importance of the use of the XGBoost algorithm.

We also provide a scatter plot of the predicted and actual response values of one
typical monitoring point, V9, in Figure 4. The figure shows that the predicted values of the
settlement of the measuring point continuously increase. This trend is the same for the
measuring value. Furthermore, the prediction accuracy of the XGBoost model is higher
than the CART model. This result is consistent with the MAE, RMSE and MAPE values.
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All in all, the new MMP model has the best prediction accuracy for measuring points
V9-V10 in the maximum settlement area, and the MAE and RMSE values of the three
measuring points are all about 2 mm. The prediction errors of most measuring points are
within 1.5–3 mm, and the MAPE is also lower than 1%, indicating that the new MMP model
had a good performance in predicting global measuring points. Moreover, the stability of
the model also needs to be assessed in future works.

4.2. Orders of Importance of Factors by SHAP

Figure 5 shows the evaluation results of characteristic values of factors obtained by the
SHAP method. Each row in Figure 5 represents a factor, each point represents a monitoring
sample, and the x-axis represents the SHAP value. A redder color represents a larger value
of the impact factor, and a bluer color represents the smaller the value of the impact factor
itself. It can be seen that the orders of importance of factors of the new MMP point model
are generally higher than those of the traditional model, except for the coordinate Y8. This
finding indicates that the new MMP model is more suitable for predicting the settlement of
CFRDs. It can be intuitively seen from the evaluation results that the newly added spatial
location components X7, X5 and X4 are important contribution factors of the model, and
they are all coupling factors related to the upper fill elevation. In addition, the upper fill
elevation (H) is the most important characteristic factor. The rheological component X4,
which includes the upper fill elevation, makes a great contribution to the model. The new
spatial location also has higher contribution and adaptability than x and y in the traditional
model, indicating that the position component derived from the new MMP model is more
advantageous. Furthermore, points X4 and X8 gradually turn red with the increase in the
SHAP value, indicating that these factors have a positive relationship with the settlement. In
another word, the increase in the upper fill elevation value leads to an increase in settlement
value. The upper fill elevation (X7) and the distance from the measuring point to the panel
(X5) are also positively correlated with the settlement. Interestingly, median values of
features X7 and X5 (represented by a purple color in Figure 5) can have the maximum
contribution value to the settlement. Combined with the characteristic distribution of the
spatial location parameters, the training characteristics of the MMP model can be roughly
inferred, that is, the settlement at the top of the dam and at its foundation is small, the
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settlement at downstream of the dam body is larger, the maximum settlement is about
half of the dam body’s elevation, the settlement at the downstream rockfill area is slightly
larger than that at the upstream side and the predicted value is basically consistent with
the actual deformation.
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From Figure 5, we can further analyze the orders of importance of the water level, time
and temperature components. In the water level component, the significance of X1 (which
represents the transfer effect of water pressure) is higher than that of traditional water
pressure Y1. This indicates that the combination of water pressure and spatial position
can effectively improve the settlement. At the same time, the importance of X1 is also
higher than the mean water level pressure X2 and the rheology–water pressure component
X3, which proves that the hydrostatic load is the main factor of the settlement. Both X9
and X10 rank high because the time component is used to characterize the irreversible
sedimentation over time. The least important component is the temperature component,
as it is shown that Y4–Y7 have little influence on settlement, which basically conforms to
the actual situation that the deformation of the CFRD has little correlation with periodic
changes in temperature.

We further present the mean of the absolute SHAP values for each factor across the
whole dataset in Figure 6. We only present several important factors; the other factors that
have very low SHAP values are not present. The results show that in the MMP model, the
contribution of the factors related to the spatial location (X7 and X5) to the settlement is the
largest, while the contributions of the three traditional BP components of water level (X3),
time and temperature (X9, X10 and other factors not shown in Figure 6), which represent
temporal changes, are somewhat weaker. As a sum of a spatial model and a temporal model,
the settlement of the measuring point consists of the completed settlement reference value
in the filling period and the temporal value in the operating period. The spatial location
component (X7 and X5) and material component (X11) determine the basic settlement,
while the water level (X3) and time component (X9 and X10) affect the temporal variation
in the settlement. Compared with the time series value with a smaller variation range, the
basic settlement at the measuring point accounts for the main part of the settlement value,
often reaching more than 80% of the total settlement. Therefore, in the monitoring data set
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of the full-section measuring points during the study of the water storage operation period,
the spatial component (X7 and X5) and the material component have the largest average
SHAP values contributing to the settlement. Moreover, their contribution is greater than
that of the temporal component (X9 and X10), which also confirms the prediction accuracy
of the MMP model. Furthermore, it is validated that it is necessary to pay attention to the
spatially related variables in the study of the overall dam deformation.
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Two typical single prediction plots using the XGBoost model are shown in Figure 7.
The length and color of the bars in Figure 7 show the degree of significance and direction
(negative or positive) of the effect of each factor, respectively. The base value denotes the
average of the observed response values. The prediction of point V9 on 30 March 2016 is
shown in Figure 7a. The upper fill elevation H (X7) showed the highest effect, followed by
the distance from the measuring point to the panel d (X5). Their values are lower than the
median, and they both have a negative effect on the settlement. This phenomenon is same
with the global SHAP value shown in Figure 5, where the points of X7 and X5 are in blue
and often have a negative SHAP value and thus have a negative effect on the subsidence.
What is more, X9 has the largest positive effect on the subsidence for V9. This is because X9
is related to the monitoring days and has the largest value. The prediction of point V10
on 30 March 2016 is shown in Figure 7b. All factors in Figure 7b show positive influences.
V10 is located in the middle part of the CFRD, and has the largest settlement. Among these
factors, the upper fill elevation H (X7) showed the highest effect. The distance from the
measuring point to the panel d1 (X5) ranks second. This phenomenon is the same with V9.
However, although X5 has a median value, it has the highest SHAP value; this corresponds
to the purple dots of X5 in the large SHAP value areas in Figure 5. Based on the individual
analysis of the MMP model, the prediction process and prediction basis of the model for
each specific sample can be understood. According to the data, the point position has the
largest impact on the subsidence, and the monitoring time also has significant effects.
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Figure 7. Evaluation results of factors based on SHAP values. (a) The prediction of point V9 on
30 March 2016; (b) The prediction of point V10 on 30 March 2016. A redder color represents a larger
impact factor, and a bluer color represents a smaller impact factor.

To sum up, from the feature importance analysis, it can be seen that the contribution of
the influence factors of the newly derived MMP model is better than that of the traditional
variables. The average SHAP value of the spatial component and the material component to the
output settlement is the largest, and the factor contribution is greater than that of the temporal
correlation component, which confirms that the prediction accuracy of the MMP model is closely
related to the spatial location component. In the study of the overall deformation behavior of a
CFRD, it is necessary to pay attention to the spatially related variables.

5. Conclusions

The MMP prediction model is based on the physical cause analysis of a CFRD settle-
ment and the expansion of spatial components. The influence of water level load transfer,
rockfill rheology and soil properties on the settlement during the operation period of
impoundment is comprehensively analyzed, and a space-time distribution model of the
CFRD during the operation period under the action of multiple factors is established. The
XGBoost model was used for fitting prediction, and the model was evaluated by various
performance indicators. Taking the settlement monitoring data of the Liyuan CFRD as
an example, the new MMP model, under the action of multiple factors, can predict the
settlement of full section points with higher accuracy, which has certain application and
popularization value for related projects. From the factor importance analysis, it can be
confirmed that the contribution of the influencing variables of the MMP model to the model
is better than that of the traditional variables. The SHAP value of the spatial component
and the material component to the output settlement value is the largest, and the factor
contribution is greater than that of the time component, which confirms that the prediction
accuracy of the MMP model is closely related to the spatial location component. In the
study of the overall deformation behavior of CFRD, it is necessary to pay attention to
the spatially related variables. Our work elucidates the high prediction accuracy of the
newly established MMP model and provides a benchmark for the investigation of the
safety management of a CFRD over its whole life cycle. Practitioners can predict future
dam deformation based on dam deformation data, obtain the dominant factors and repair
them in advance. However, this MMP and XGBoost model has only been validated on
one CFRD, more data from other CFRDs are needed to test the MMP and XGBoost model.
In addition, this new model was developed from the physical analysis of a CFRD, and
whether or not it is suited for other dams also needs to be investigated in future work.
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