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Abstract: In this study, we evaluate the implications of a bias correction method on a combination of
Global/Regional Climate Models (GCM and RCM) for simulating precipitation and, subsequently,
streamflow, surface runoff, and water yield in the Soil and Water Assessment Tool (SWAT). The
study area is the Des Moines River Basin, U.S.A. The climate projections are two RCMs driven by
two GCMs for historical simulations (1981–2005) and future projections (2030–2050). Bias correction
improves historical precipitation for annual volumes, seasonality, spatial distribution, and mean
error. Simulated monthly historical streamflow was compared across 26 monitoring stations with
mostly satisfactory results for percent bias (Pbias). There were no changes in annual trends for future
scenarios except for raw WRF models. Seasonal variability remained the same; however, most models
predicted an increase in monthly precipitation from January to March and a reduction for June and
July. Meanwhile, the bias-corrected models showed changes in prediction signals. In some cases,
raw models projected an increase in surface runoff and water yield, but the bias-corrected models
projected a reduction in these variables. This suggests the bias correction may be larger than the
climate-change signal and indicates the procedure is not a small correction but a major factor.

Keywords: NA-CORDEX CMIP5; global climate models; regional climate models; SWAT model; bias
correction; MPI-ESM-MR; GFDL-ESM2M; WRF; RegCM4

1. Introduction

Global Climate Models (GCM) represent the terrestrial climate system based on the
conservation laws of mass, energy, and momentum and laws of thermodynamics and
radiation [1]. They are divided into simulations of historical (e.g., 1950–2005) and future
scenarios (e.g., 2020–2099) of climate variables such as precipitation, temperature, and
humidity [2]. GCM simulations of future climate use Representative Concentration Path-
ways (RCPs), which are based on variations in population growth, lifestyle and behavior,
land use, technology, and climate policies. The RCPs describe different possibilities for
atmospheric emissions and concentrations. The scenario with very high greenhouse gas
emissions is the RCP 8.5 [3] and is the one chosen for this study. The choice is justified
by the fact that this scenario showed the closest agreement between historical emissions
(compared to historical data through the year 2020) and anticipated outcomes of mid-
century current global climate policies [4]. Regional Climate Models (RCMs) use dynamic
downscaling methods to provide climate information on finer scales than GCMs, while
still preserving the laws of physics [5]. Thus, RCMs add simulation value but do not
replace GCMs.

Coupling climatic models together with other models, such as the Soil and Water
Assessment Tool (SWAT) ecohydrological model [6–8], is not a new approach, and their
widespread use demonstrates a wide variety of methodologies and applications. Some of
the common topics in these types of studies are (a) techniques of downscaling and bias
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correction [9–11], (b) climate models’ spatial resolution [12], (c) impact models applica-
tion [13,14], and (d) land use change impacts [15–17].

Precipitation is the main driver of the hydrologic cycle and is a critical resource for
socioeconomic activities. Impacts caused by either an absence or excess of water (droughts
or floods) result in more damage worldwide than any other natural hazard, and their
risks may be exacerbated by climate change and socioeconomic activities [18]. In Iowa,
USA, climate change is reflected in recent changes in rainfall, humidity, and temperature
patterns. Projections show an increase in precipitation in winter, a decrease in summer, and
an expectation of much warmer summers, with 5 to 15 days each year having a heat index
over 106 ◦F by 2050 [19]. An increase in the number of intense rainfall events is another
relevant factor since this has a large impact on agricultural systems that play a crucial
economic role in the region. High-intensity rainfall can result in increased soil erosion
and compromise agricultural production [20]. A spatially distributed and physically-
based modeling system (GCM-RCM-Impact/Ecohydrological model) offers the potential
to assess the impacts of future changes on climate and their consequences for water balance
responses [13,15].

According to previous research, data simulated by climate models, such as precip-
itation, should be used cautiously, as they may show significant biases [11,21]. Some
reasons for such biases include model errors caused by imperfect conceptualization and
discretization, and among solutions, authors recommend using bias correction methods.
However, whether or not to apply a bias correction method to a GCM-RCM simulation
is still a topic under discussion, and care should be taken when correcting the noise. An
acceptable threshold for the magnitude of bias correction that will not affect future RCM
projection behavior is unknown. Non-corrected models can lead to unrealistic precipita-
tion magnitudes [14], but corrections add another step to the process and could increase
uncertainty [22,23]. Integrating the outputs of ecohydrological models with climate models
is a very challenging task, and few studies have systematically demonstrated the limita-
tions of climate models in representing rainfall conditions for ecohydrological studies at a
regional scale.

In this study, we evaluated the application of a bias-correction technique (distribution
mapping) to precipitation datasets from two GCMs and two RCMs combined for analyses
of the Des Moines River Basin (DMRB) that drains parts of Minnesota and Iowa. The
analysis was based on the combined use of climate models with the SWAT model to
analyze streamflow, surface runoff, and water yield. This analysis builds directly on a
previous SWAT DMRB application [24] and on the extensive use of SWAT in the U.S. Corn
Belt region as well as other regions worldwide [25–27]. The specific objectives of the study
were to (1) assess both raw and bias-corrected GCM-RCM data for replication of historical
(1981–2005) DMRB streamflow and other hydrological indicators simulated in SWAT, and
(2) evaluate the hydrological impacts of the RCP 8.5 scenario on the DMRB for the future
period of 2030–2049.

2. Materials and Methods
2.1. Study Area

The study area encompassed the portion of the DMRB (31,892.4 km2) that drains from
southern Minnesota to south central Iowa (Figure 1). Land use in the DMRB is dominated
by agricultural row crop systems (70%) consisting primarily of soybean and corn produc-
tion (additional land use data has been previously reported [24]). The DRMB cropland
landscapes are intensely managed with subsurface tile drains (54% of the total basin area).
The basin drains to the Des Moines Metropolitan Statistical Area (DMMSA), which is the
densest urban area in Iowa (8% of the total basin area, Figure 1). The major soil types are
Udolls (freely-drained Mollisols), Aquolls (wet Mollisols), and Udalfs (Alfisols) [28]. Ac-
cording to the Köppen classification, the climate is Dfa [29] (humid continental conditions
with hot summers and cold winters). The annual mean (based on data from 1985 to 2018)
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precipitation, evapotranspiration, and surface runoff are 873 mm, 670 mm, and 68 mm,
respectively (additional description of the DMRB has been provided [24]).
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Figure 1. Locations of the Des Moines River Basin in Iowa and Minnesota, USA, the Des Moines
Metropolitan Statistical Area, and streamflow monitoring stations.

2.2. Climate Models and SWAT Ecohydrological Model

We evaluated monthly projections of two Global Climate Models (MPI-ESM-LR and
GFDL-ESM2M) coupled with two Regional Climate Models (WRF and RegCM4) and
the RCP Scenario 8.5 for a future period of 2030–2049 [30]. Corresponding data for the
historical period 1981–2005 were used as input for the SWAT model to identify hydrological
climate change signals with a focus on surface runoff and water yield. Model integration
occurred when the output data of a coupled GCM-RCM (precipitation) were used as input
data for the SWAT model. The bias correction effect was assessed by correcting projected
precipitation and comparing results for the historical and future runs, and climate change
signals with those obtained using a non-corrected (raw) climate scenario (Figure 2).
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We used the Parameter-Elevation Relationships on Independent Slopes Model (PRISM)
dataset [31] to obtain observed precipitation for model evaluation. Observed streamflow
data used to evaluate the accuracy of the hydrological modeling was selected from the
USGS database [32]. There were 26 monitoring gauges selected in the study area (Figure 1)
with a time series of 10 years or more of data recorded. The data were downloaded at a
daily scale and subsequently aggregated into a monthly time step.

2.2.1. Climate Models and the CORDEX Platform

RCMs are downscaling models driven by GCMs, where the GCM outputs serve as
the boundary conditions for the RCMs. The relationships are established between large-
scale predictors and regional-to-local scale predictands. This GCM to RCM procedure
provides information on a much finer spatial scale, e.g., converting GCM output from a
~100–km × 100–km scale to a refined 25–km × 25–km scale [30]. The Coordinated Regional
Climate Downscaling Experiment (CORDEX) platform was developed by the Task Force on
Regional Climate Downscaling and supported by the World Climate Research Programme
(WRCP), which uses climate simulations from the Coupled Model Intercomparison Project
(CMIP 5) archive [33]. This collaborative initiative has the purpose of supporting model
evaluation for performance and climate projections within a specific domain [34].

The climate data were accessed via the NA-CORDEX portal [35], which provides
58 GCM-RCM combinations for the North American domain at a 0.44◦ and 0.22◦ resolu-
tion [36]. Of all models, 35 are available for the historical run and RCP 8.5 [35]. We chose
two models (at 0.22◦ resolution) for this study (Table 1). Temperature predictions generated
by climate models are more reliable and show less bias [11,21]. In this study, we evaluated
only the effects of precipitation on the hydrological variables.

Table 1. Description of model type, modeling center, and resolution for the Global Climate Models
(GCM) and Regional Climate Models (RCM); for this study, two RCMs are driven by two GCMs for a
total of four evaluations.

Model Type Modeling Centers Resolution a

MPI-ESM-LR GCM Max Planck Institute for
Meteorology Earth System Model 1.90◦

GFDL-ESM2M GCM
National Oceanic and Atmospheric
Administration/Geophysical Fluid

Dynamics Laboratory
2.45◦

WRF RCM National Center for
Atmospheric Research 0.44◦/0.22◦

RegCM4 b RCM International Center for
Theoretical Physics 0.44◦/0.22◦

Notes: a Source: [29,36]; b [37].

2.2.2. SWAT Ecohydrological Model

The SWAT model is a distributed ecohydrological model continuous in time and
space developed to explore the effects of climate and land management practices on water
resources [6–8,38]. The hydrological part of the model is based on a water balance equation
for the soil profile that includes precipitation, surface runoff, infiltration, evapotranspiration,
lateral flow, percolation, and groundwater movement processes. The simulation unit of the
model, a Hydrological Response Unit (HRU), is defined as an area comprised of unique
land cover, management, soil type, and topography within a subwatershed [39,40]. The
model used in this study was built using “real system data” (or soft data) as previously
described [24]. The model was run with a daily time step, and the results were analyzed
monthly. The runoff was calculated with the Curve Number (CN) method, and channel
routing was calculated using the Variable Storage method. The Penman–Monteith equation
was used to calculate potential evapotranspiration. In this study, the output variables
analyzed (monthly time step) were surface runoff and water yield for current and future
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climate and streamflow for the historical run only. The procedure of driving the SWAT
model with the climate model projections was the same as that for historical monitoring
data, and precipitation was the only variable that changed between simulations. The eight
models we developed were then analyzed and compared to each other.

2.2.3. Bias Correction

Bias correction is a common practice when using climate models as input to ecohydro-
logical models due to GCM-RCM’s imperfect conceptualization, discretization, and spatial
averaging at very coarse resolutions [14,41,42]. Bias correction methods are assumed to be
stationary; thus, the same parametrized correction algorithm applied for historical data is
applied to future climate data. Even though good historical performance does not mean
good future performance, a method that works well under current conditions is likely to
perform better under changed conditions than a method that works poorly under current
conditions [11,41]. We selected the Distribution Mapping (DM) bias correction method [21]
to correct the statistical distribution function of the values simulated by the GCM-RCM
relative to the distribution function of the observed data for precipitation. This approach
goes by several names, such as probability mapping, quantile–quantile mapping, statistical
downscaling, or histogram equalization [11,43], and the method is widely used for this
type of application [42]. The DM is applied with a Gamma distribution as a function of
parameter shape (which controls the distribution profile) and scale (which determines the
dispersion of the distribution) to adjust precipitation events (Equation (1)):

fy(x|α, β) = xα−1 × 1
βα × Γ(α)

× e
−x
β |x ≥ 0; α, β >0 (1)

where α is the shape parameter and β is the scale parameter, x is the random variable (precipitation).
Advantages of using the DM include correction of the mean, standard deviation,

frequency, and intensity of humid days and events in a non-linear way [11,14,21]. Disad-
vantages, such as inflation-related problems, can occur if the simulated and observed grids
do not have the same horizontal resolution [44,45].

The CMhyd platform [41] was used to apply the DM to the DMRB precipitation data.
This program has eight bias correction methods for precipitation and temperature data
and provides output files in a SWAT model format. The bias correction was applied for
historical (1981–2005) and future (2030–2050) time-series data. The observed data from the
~4 km PRISM dataset grid were averaged for a ~10 km grid. The 10 km spatial discretization
corresponds to the 12-digit [46] subbasin division used in the SWAT model simulations. In
other words, each subbasin has a unique precipitation value. These data were added to the
CMhyd platform to perform bias correction. The CMhyd selects the closest observed station
to the climate model grid cells to compare observed and simulated historical time series,
i.e., the grid size considered in the bias correction process is the same for observed and
MPI-ESM-LR-RegCM4, GFDL-ESM2M-RegCM4, MPI-ESM-LR-WRF, GFDL-ESM2M-WRF
climate models, ~25 km.

2.3. Statistical Evaluation

Differences for model precipitation were quantified using four statistical coefficients,
including root mean square error (RMSE, Equation (2)), mean error (ME, Equation (3)),
relative bias (BIAS, Equation (4)), and standard deviation (STDE, Equation (5)). The RMSE
is a standard statistical metric to measure model performance in fields such as meteorology
and climate studies [47]; the RMSE results are the average distance between simulated
and observed values, and the metric does not indicate bias [48]. For both RMSE and ME,
the lower the value, the better the fit, and 0 is the ideal result; ME ranges from −∞ to ∞
and RMSE from 0 to ∞. Relative bias (BIAS) measures systematic errors in calculating the
differences between the precipitation datasets [49].

The Pbias (Equation (6)) evaluates the trend for the average of simulated values in
relation to observed values and is widely used for hydrological evaluations [50,51]. Con-
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sidering the SWAT model outputs ideal Pbias value is zero (%); a good model performance
could be ±25% for streamflow. Positive values indicate model underestimation, and
negative values indicate overestimation [50,51].

RMSE =

√
1
n

n

∑
i=1

(
Xobs

i − Xsim
i
)2 (2)

ME =
1
n

n

∑
i=1

(
Xobs

i − Xsim
i

)
(3)

BIAS =

∑n
t=1

(
Xobs

i − Xsim
i

)
∑n

t=1
(
Xobs

i
)

× 100 (4)

STDE =

√
∑n

i Pi

n
(5)

Pbias =

∑n
t=1

(
Xobs

i − Xsim
i

)2

∑n
t=1
(
Xobs

i
)

× 100 (6)

where Xsim
i are simulated values of the ith day, and Xobs

i are observed values of the ith day,
Pi is the precipitation values of the ith day, and n is the number of points in the time series.

3. Results and Discussion
3.1. Historical Precipitation, Surface Runoff, Water Yield, and Streamflow

To understand the effect of bias correction (Distribution Mapping) on GCM-RCM
data, we first analyzed the historical run (1981–2005) via precipitation, surface runoff,
water yield, and streamflow. The GCM-RCM precipitation products were compared to
the PRISM dataset for raw and bias-corrected data. The annual spatial distribution of the
precipitation products was compared to the observed data (PRISM) and the time-series
seasonal distribution.

Monthly statistical coefficients (RMSE, ME, BIAS, and STDE) were used to evaluate
the differences between raw and bias-corrected data (Table 2). Overall, the DM models had
the best performance, improving the ME and BIAS for all GCM-RCM combinations. The
STDE and RMSE were also improved by DM, except for the GFDL-RegCM4 combination.

Table 2. Statistical evaluation for precipitation (monthly) based on four tests: root mean squared
error (RMSE), mean error (ME), relative bias (BIAS), and standard deviation (STDE).

ME (mm) BIAS (%) STDE (mm) RMSE (mm)

raw DM raw DM raw DM raw DM
MPI-RegCM4 3.93 −0.14 5.84 −0.21 50.39 55.99 60.33 59.46

MPI-WRF 28.46 1.37 41.97 2.03 84.69 55.35 75.71 58.08
GFDL-RegCM4 0.96 0.26 1.61 0.38 45.77 57.55 59.87 61.06

GFDL-WRF 22.42 1.46 33.11 2.15 75.96 55.48 67.55 57.1

Figure 3 shows monthly variably of the shape (α) and scale (β) Gamma distribution
parameters fitted. The shape parameter average for the observed data is below 1, indicating
an exponentially shaped distribution; however, the climate models presented an average
fitted distribution greater than 1 in half of the cases, indicating a skewed unimodal distribu-
tion curve. When comparing the models, α was better adjusted for RegCM4 combinations.
The WRF combination showed better agreement from September to December (with the
addition of April for the MPI-WRF combination), and the RegCM4 from April to October.
The scale parameter can indicate the probability of extreme events. Smaller values guide to
lower probabilities, while larger values imply higher probabilities [21]. The WRF models
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had a good fit during the winter months; however, the difference is substantial during
the rest of the year. The RegCM4 parameters’ distribution showed similar patterns for
both models, the MPI-RegCM4 computing the smaller difference between the distributions
on average.
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Spatial representation of precipitation is still a challenge for applying climate models,
even at a ~25-km grid scale. Annual precipitation (1981–2005) for the observed data, raw
climate data, and bias-corrected climate data were collated (Figure 4). All eight combi-
nations overestimate annual precipitation; however, the DM strongly reduced historical
annual volumes and improved spatial distribution and mean error. Raw WRF models
resulted in the most unrealistic precipitation prediction, and the combination MPI-WRF
generated the greatest number of volume overestimates. The RegCM4 combination had
better agreement with observations for both volume and spatial discretization, as well as
for the bias-corrected and raw models.

In addition to spatial variability, an accurate representation of temporal variability
(seasonality) is essential, especially to analyze climate change impacts for regional studies.
Monthly precipitation was overestimated for all raw models from January to April, and the
level of agreement between observed and historical climate projections varied considerably
for the two RCM models, with RegCM4 resulting in a better fit (Figure 5). The WRF
model’s tendency to overestimate was also apparent at a monthly scale. The WRF model
greatly overestimated precipitation from January to August; however, it underestimated
precipitation volumes from September to November. In general, the DM bias correction
improved monthly precipitation estimates for all GCM-RCM combinations (Figure 5).
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The second step of the historical DM data evaluation was conducted using the SWAT
model outputs for streamflow, surface runoff, and water yield. Observed streamflow
coefficients were compared to the GCM-RCM combinations, accounting for raw and bias-
corrected data (Figure 6). The Pbias provides an evaluation of the volumes. The WRF
combination for the raw models is outside of the expected ranges for both coefficients;
however, an improvement occurs when the DM is applied. The DM improved volume esti-
mations, and after bias correction, all model combinations were within the observed range.
The RegCM4 combination also demonstrated reasonable agreement with the raw data.
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Initial overprediction and better agreement after the DM was applied also occurred for
surface runoff and water yield. More specifically, raw models tended to overpredict surface
runoff and water yield, mainly for January to April, and the bias correction provided better
agreement for all models, improving their seasonal predictions. After DM application,
water yield estimates for MPI/GFDL-WRF and MPI/GFDL-RegCM4 were statistically
the same; however, the surface runoff was better represented by the RegCM4 combina-
tion (Figure 7). Judging by historical data, the DM method is useful and can overcome
various problems (spatial variation, volume estimation, and seasonality) associated with
the GCM-RCM model applications. However, good historical representation does not
necessarily mean better future prediction. A common use of climate model projections
is for future conditions and the corresponding ability to represent hydrological and/or
pollutant variables for ecohydrological models such as SWAT (e.g., regional climate change
impact studies).

3.2. Future Precipitation, Surface Runoff, and Water Yield

Historical (1981–2005) and future (2030–2049) precipitation, surface runoff, and water
yield were compared. Precipitation is presented for both time scales, annual and monthly,
and no change in the annual trend was observed, except for the WRF raw model, which
estimated an increase of about 35% in annual precipitation volumes (Figure 8a,b). Most
model combinations predicted an increase in monthly precipitation from January to March
and a reduction for June and July (except for the raw WRF models). In the WRF combi-
nation, the precipitation seasonality pattern was maintained with volume reduction from
September to December for both raw and bias-corrected simulations. The future scenario
estimated by the RegCM4 models showed different seasonal patterns compared to the
historical precipitation predictions. The MPI-RegCM4 resulted in a shift from wet to dry
months for June to September, and the GFDL-RegCM4 future projection produced the
driest conditions for June and September.



Water 2023, 15, 750 10 of 15

Water 2023, 15, x FOR PEER REVIEW 10 of 16 
 

 

Figure 6. Streamflow Pbias coefficient of the historical period; boxplots for observed data, raw cli-
mate data, and bias-corrected climate data. The yellow band is a visual extension of the observed 
results to help visualize the target range of values. 

Initial overprediction and better agreement after the DM was applied also occurred 
for surface runoff and water yield. More specifically, raw models tended to overpredict 
surface runoff and water yield, mainly for January to April, and the bias correction pro-
vided better agreement for all models, improving their seasonal predictions. After DM 
application, water yield estimates for MPI/GFDL-WRF and MPI/GFDL-RegCM4 were sta-
tistically the same; however, the surface runoff was better represented by the RegCM4 
combination (Figure 7). Judging by historical data, the DM method is useful and can over-
come various problems (spatial variation, volume estimation, and seasonality) associated 
with the GCM-RCM model applications. However, good historical representation does 
not necessarily mean better future prediction. A common use of climate model projections 
is for future conditions and the corresponding ability to represent hydrological and/or 
pollutant variables for ecohydrological models such as SWAT (e.g., regional climate 
change impact studies). 

 
Figure 7. Monthly surface runoff and water yield outputs for observed data, raw climate data, and 
bias-corrected climate data for the 1981 to 2005 time period. 

3.2. Future Precipitation, Surface Runoff, and Water Yield 
Historical (1981–2005) and future (2030–2049) precipitation, surface runoff, and wa-

ter yield were compared. Precipitation is presented for both time scales, annual and 
monthly, and no change in the annual trend was observed, except for the WRF raw model, 
which estimated an increase of about 35% in annual precipitation volumes (Figure 8a,b). 
Most model combinations predicted an increase in monthly precipitation from January to 
March and a reduction for June and July (except for the raw WRF models). In the WRF 
combination, the precipitation seasonality pattern was maintained with volume reduction 
from September to December for both raw and bias-corrected simulations. The future sce-
nario estimated by the RegCM4 models showed different seasonal patterns compared to 
the historical precipitation predictions. The MPI-RegCM4 resulted in a shift from wet to 
dry months for June to September, and the GFDL-RegCM4 future projection produced the 
driest conditions for June and September. 

Figure 7. Monthly surface runoff and water yield outputs for observed data, raw climate data, and
bias-corrected climate data for the 1981 to 2005 time period.

Water 2023, 15, x FOR PEER REVIEW 11 of 16 
 

 

  
Figure 8. Comparisons for raw and bias-corrected data for historical (1981–2005) and future (2030–
2049) precipitation, surface runoff, and water yield. Each shows the result of a GCM-RCM combi-
nation: Precipitation is presented for annual and monthly scales (a–d), and surface runoff and water 
yield at a monthly time-step (e–h). 

SWAT-predicted surface runoff and water yields led to more mixed seasonal patterns 
than were observed for precipitation, and total volume was overestimated for both varia-
bles. The SWAT simulations driven by WRF raw output predicted up to three times 
greater volume compared to historical runs based on PRISM precipitation data. The 
SWAT RegCM4-based simulations projected increased surface runoff and water yield for 
winter and spring by a factor of two and a slight volume reduction in summer and autumn 
(Figure 8). 

Bias-Correction Models Showed Changes in Prediction Signals 
In contrast to the GCM-RCM modeling approaches, bias-correction methods typi-

cally have no physical basis; that is, they are not based on the satisfaction of atmospheric 
conservation laws. That means the bias correction method applied may potentially change 

Figure 8. Comparisons for raw and bias-corrected data for historical (1981–2005) and future
(2030–2049) precipitation, surface runoff, and water yield. Each shows the result of a GCM-RCM
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SWAT-predicted surface runoff and water yields led to more mixed seasonal patterns
than were observed for precipitation, and total volume was overestimated for both variables.
The SWAT simulations driven by WRF raw output predicted up to three times greater
volume compared to historical runs based on PRISM precipitation data. The SWAT RegCM4-
based simulations projected increased surface runoff and water yield for winter and spring
by a factor of two and a slight volume reduction in summer and autumn (Figure 8).

Bias-Correction Models Showed Changes in Prediction Signals

In contrast to the GCM-RCM modeling approaches, bias-correction methods typically
have no physical basis; that is, they are not based on the satisfaction of atmospheric
conservation laws. That means the bias correction method applied may potentially change
the physical relationships between the climate variables and could negatively affect future
scenario projections [1,9,14,52]. Future projections (monthly) and changes in prediction
signals were calculated by subtracting the historical run values from future scenarios values
(Figure 9). If the physical meaning and conservation laws of the model were respected after
the DM process, we would expect no difference in volume trends (increases or decreases).
However, such changes occurred in some cases.
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All model combinations resulted in changes in the prediction signal for at least one
of the modeled time periods (months). SWAT simulations executed with the RegCM4
projections showed more consistency in prediction signs, evidenced by the smallest number
of months resulting in signal changes for both surface runoff and water yield. However,
the SWAT WRF-based combination showed substantial biases and contrary prediction
signals in more than 50% of simulated months. The MPI-WRF, for example, led to opposite
predictions for each of ten months on average. This outcome suggests the bias correction
may be larger than the climate change signal itself and indicates that the procedure is not
merely a small correction but a major factor. That also suggests that the representations of
physical processes leading to precipitation are so substantially skewed that it casts doubt
on their physical realism and how they are responding to changing climate. The limited
ability of bias correction has been discussed in previous literature [9,14,52–54], suggesting
that that process should be viewed with caution if the change signal is smaller than the bias
correction. However, this practice is still widely used, and uncertainties are not usually
reported or investigated.

Some techniques, such as “quantifying quality” [43] or “model ensemble” [55,56],
are available and can mitigate climate scenario uncertainty by assigning weights to the
models according to the level of agreement with observations, by sampling all sources
of uncertainty along the modeling chain. Models with large biases would receive low
weights (and may even be excluded), and models that more accurately replicate observed
values receive greater weights [57]. Following this logic, months with the highest predicted
uncertainty (those presenting contrary prediction signals, e.g., MPI-WRF January) should
receive lower weights or even be excluded from final climate projection analyses.

4. Conclusions

Understanding climate change projections is essential for identifying strategies for
adaptation to climate change in response to potential future impacts on important economic
sectors such as agriculture. Moreover, bias correction is generally promoted as a necessary
step in properly using climate projections for regional studies. Based on SWAT model
outputs, we demonstrated how the use of a bias correction method (Distribution Mapping)
on precipitation data could shift the valence of hydrological processes on future projections.

In general, we found that: (a) DM improves historical annual and monthly volumes
for precipitation and its spatial distribution; (b) monthly precipitation was overestimated
for all raw models from January to April (and for the WRF model until August); (c) the
ability to detect the occurrence of precipitation events was better for the raw models; (d)
simulated historical streamflow was satisfactory for the Pbias coefficient; (e) WRF raw
models estimated an increase of about 35% in annual future precipitation; (f) seasonal
variability remained the same; (g) increases in monthly precipitation were predicted from
January to March, and reductions were predicted for June and July; (h) future surface runoff
and water yield were characterized by monthly volume overestimation; and (i) RegCM4
projected increased surface runoff and water yield for winter and spring by a factor of two,
and slight volume reductions in summer and autumn.

These findings could help to identify ways to address future climate trends for the
region. The change in climate signals that emerged in this study does seem to be an
outcome of the bias correction. However, the magnitude of precipitation overprediction in
the original projection is concerning. Therefore, the issue (or not) in changing the climate
signal points to a problem that may not be the bias correction but the WRF model, for
example. The climate signal change does create uncertainty and warrants more research,
especially on relevant physical processes, regarding how bias correction is applied for this
type of climate projection situation; however, this study underlines issues with the WRF
model structure and its extreme overprediction for precipitation data. For future research,
we recommend that different bias correction methods be tested. Testing different methods
might confirm our findings and could indicate the magnitude of data deviations from
RCMs necessary for bias correction methods to be applicable.
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