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Abstract: Spatial landslide susceptibility assessment is a fundamental part of landslide risk manage-
ment and land-use planning. The main objective of this study is to apply the Credal Decision Tree
(CDT), adaptive boosting Credal Decision Tree (AdaCDT), and random subspace Credal Decision Tree
(RSCDT) models to construct landslide susceptibility maps in Zhashui County, China. The observed
169 historical landslides were classified into two groups: 70% (118 landslides) for training and 30%
(51 landslides) for validation. To compare and validate the performance of the three models, the
receiver operating characteristic (ROC) curve and the area under the ROC curve (AUC) were utilized.
Specifically, the success rates of the CDT model, AdaCDT model, and RSCDT model were 0.788,
0.821, and 0.847, respectively, while the corresponding prediction rates were 0.771, 0.802, and 0.861,
respectively. In sum, the two ensemble models can effectively improve the performance accuracy of
an individual CDT model, and the RSCDT model was proven to be superior to the other two models.
Therefore, ensemble models are capable of being novel and promising approaches for the spatial
prediction and zonation of a certain region’s landslide susceptibility.

Keywords: Credal Decision Tree; AdaBoost; random subspace; machine learning; landslide

1. Introduction

Nowadays, landslides are regarded as one of the most hazardous geological risks in
many areas all over the world, especially in mountainous regions. Once a landslide disaster
occurs, it may cause huge losses. The occurrence of landslides can be associated with many
factors, such as rainfall, earthquakes, human activities, etc. [1]. Therefore, the occurrence
of landslides can be varied, which leads to the prediction of this kind of hazard becoming
more difficult and it will also leave a heavy burden on economic and societal management.
Moreover, due to the fact that China is a country with many mountains, hills, and plateaus,
which account for 67% of the total land area, landslides are a quite common geological
disaster. This has seriously threatened national security as well as people’s safety and
property. Over the past few years, there is an imperative and urgent task for disaster risk
prevention and management. Hence, landslide sensitivity evaluation has grown to be a
serious topic of concern.

Developing a landslide susceptibility map (LSM) with various scales for different
specific purposes is a prerequisite for policymakers to assess susceptibility, manage land
use and carry out decision-making activities. As dramatic advances have been made
in geographic information systems (GIS) and data processing functions over the years,
many quantitative techniques and approaches have been applied to make LSMs [2], in-
cluding weights of evidence (WoE) [3,4], frequency ratios (FR) [5–8], bivariate statistics
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(BS) [9,10], multivariate adaptive regression splines (MARS) [11,12], simple additive weight-
ing (SAW) [13,14], analytic hierarchy processes (AHP) [15,16], Fisher’s linear discrimi-
nant function (FLDA) [17,18], multivariate regression (MR) [11,12], discriminant analysis
(DA) [18,19], and Bayesian logistic regression (BLR) [20–22]. Although various GIS-based
models have been built to assess landslide susceptibility based on the mentioned quantita-
tive approaches, a consensus on the most effective and accurate model has still not been
arrived at since these approaches can be limited by unconsidered factors as well as the
model performer’s experience. Additionally, the results of quantitative approaches tend to
be influenced by low-precision data.

The machine-learning method (MLM) differs from the aforementioned bivariate and
multivariate statistical probability approaches. With the help of computer algorithms, the
MLM can effectively learn information from training data to analyze and predict the results
of spatial landslide sensitivity [23,24]. Additionally, various MLMs contain different distri-
bution functions, which enable the advancement of all kinds of algorithms with various
performances. The MLM belongs to artificial intelligence and has been combined with many
algorithms, such as reduced error pruning trees (REPT) [25], naive Bayes trees [26], decision
trees [27], artificial neural networks [28–31], support vector machine algorithms [7,32,33],
long-term policy making algorithms [34], and multi-dimensional models with the con-
strained recursive least squares algorithms [35]. For different study objectives, these models
show their advantages and disadvantages. Therefore, it is necessary to explore ensemble
models to produce more accurate predictions for LSMs [36,37].

Recently, integrated models have been developed with the ability to comprehensively
evaluate continuous and discrete data. The application of ensemble models contributes to
outstanding performance and more reasonable results than individually used classifiers.
Many researchers have used various tree-based ensemble learning algorithms, including
bagging [38], rotation forest [38], bootstrap aggregation [39], random forest [30,40], gra-
dient boosting [30], and extreme gradient boosting [41]. All of these ensemble models
have been successfully applied in LSMs. Meanwhile, deep-learning algorithms have also
received increasing attention due to the development of neural network techniques, such
as deep convolutional neural networks [42,43], long short-term memory networks [44], and
recurrent neural networks [45].

In the process of developing the above-mentioned approaches, though they can pro-
duce reasonable results and acceptable accuracy, researchers still try to seek new model
ensembles to provide more reliable and accurate spatial predictions of landslide occurrence.
Presently, various LSM models have been proposed, including the application of adaptive
boosting (AdaBoost) [37,39,46,47] and random subspace (RS) [20,37,48,49] algorithms in
several publications; however, there is still a gap in the application and integration of
adaptive boosting (AdaBoost) and random subspace (RS).

Consequently, in this study, we introduce two CDT-based ensembles, AdaCDT and
RSCDT, to assess landslide susceptibility. The purpose of this study is to estimate and
compare the performance of CDT, AdaCDT, and RSCDT for the spatial prediction of
landslides on a regional scale. The ROC curve has been applied to measure these MLM
models. Data have been collected in Zhashui County (China). The analysis of landslide
data and model study has been performed on ArcMap 10.5.

2. Study Area

Zhashui County, selected as the study area, is located in the western region of Shangluo
(Shaanxi Province, China) and covering an area of nearly 2322 km2. The area is between the
longitudes 108◦50′ E and 109◦36′ E, and the latitudes 33◦25′ N and 33◦56′ N (Figure 1). The
lowest elevation in the study area is 516 m above sea level (a.s.l) and the highest elevation is
2763 m a.s.l. The slope angle varies from 0◦ to 74◦. The averages of elevation and slope are
1306.96 m and 27.28◦, respectively. The climate is a transition zone between subtropical and
warm climates, with the characteristics of a monsoon climate due to the barrier function
of the Qinling Mountains and their mountain topography. Precipitation is seasonal, with
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80.5% of the annual rainfall falling in summer and early autumn, concentrated in July,
August, and September. The average annual rainfall is 750 mm. Landslides frequently
occur in the southeastern part of Zhashui County as illustrated in Figure 1.
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3. Methodology

In this study, an analysis of landslide susceptibility was carried out using three ap-
proaches. The methodological steps are illustrated in detail in Figure 2, including: (1) the
preparation of a landslide inventory map; (2) selecting the appropriate landslide condi-
tioning factors; (3) modeling landslide susceptibility using CDT and its two ensembles—
AdaCDT and RSCDT; (4) evaluating the success rate and prediction accuracy of the three
models; and (5) making the landslide susceptibility map.
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3.1. Landslide Inventory Map

The target variable we wanted to model is required to be digitally represented in
a landslide susceptibility inventory map, where the spatial distribution of landslides is
reflected. The information on past and recent landslides is the foundation for the LSM.
After fieldwork and remote mapping, a total of 169 landslides were identified in the present
study area, which were then used as the target variable to model susceptibility. Specifically,
each of the implemented models was fitted with 118 landslides (70%) as the training data
and 51 landslides (30%) as the validating data [30,50,51].

3.2. Landslide Conditioning Factors

Generally, there are no universal criteria for the selection of landslide conditioning
factors. According to a literature review, nearly 95 factors have been adopted to model
LSMs by many researchers [25]. The selected conditioning factors are supposed to be the
most important factors causing landslides, which will be vital to successfully obtain the
general pattern of the formation of historical landslides. For this study, 15 conditioning
factors were chosen for the LSMs depending on the local characteristics of the study
area and the previous literature, which can be classified into four groups: topographic,
geological, hydrological, and environmental factors. Topographic factors include elevation,
slope angle, slope aspect, plan curvature, profile curvature, the stream power index (SPI),
sediment transport index (STI), and topographic wetness index (TWI). The geological
factors are lithology and distance to faults. Hydrological factors include distance to rivers
and rainfall. Environmental factors include distance to roads, the normalized difference
vegetation index (NDVI), and land use/cover.

Elevation is highly related to landslide occurrence; therefore, it is a vital conditioning
factor when carrying out regional landslide susceptibility mapping [52]. In mountainous
areas, the regional microclimate and human activities will be mainly affected by elevation,
which will in turn trigger landslides, meaning landslides will be characterized by vertical
zoning. In Figure 3a, elevation values were grouped into eight classes with an interval of
200 m.
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Slope angle is a key parameter to describe topography and one of the main controlling
factors of landslide formation [16,53,54]. Slope angle will affect the stress distribution and
hydraulic condition in the slope. Generally, steeper slopes tend to be more unstable and
more prone to slide or topple than gentle ones. Additionally, slope gradient is a dominant
factor in the erosion process by controlling the direction of the runoff. In this case, the
values of slope angle were divided into eight classes with an interval of 10◦, as illustrated
in Figure 3b.

Slope aspect has an impact on the hours of sunshine, the intensity of solar radiation,
and rainfall, which will affect vegetation coverage and soil moisture [16]. Hence, slope
aspect has also been used as a common conditioning factor for a landslide susceptibility
inventory. Ultimately, slope aspect within the study area was reclassified as: flat (−1),
north (0–22.5◦), northeast (22.5◦–67.5◦), east (67.5◦–112.5◦), southeast (112.5◦–157.5◦), south
(157.5◦–202.5◦), southwest (202.5◦–247.5◦), west (247.5◦–292.5◦), northeast (292.5◦–337.5◦),
and north (337.5◦–360◦) (seeing in Figure 3c).

Ground curvature is a quantitative measure index of a point’s distortion on the terrain
surface, including plan curvature (Figure 3d) and profile curvature (Figure 3e) in this paper.
Plan curvature is calculated from a contour line produced by the intersection of a horizontal
plane and the surface. Plan curvature affects the erosion process by changing the overland
flow rate [55]. Profile curvature is described as the corresponding normal section, which
is tangential to the streamline. It is positive for an upwardly convex surface and negative
for an upwardly concave one [56]. The plan curvature and profile curvature values can be
computed by GIS software and then reclassified into three groups.

SPI was initially proposed by Moore et al. [57], indicating the erosion capacity of
concentrated flow [58]. Therefore, SPI gives a good prediction of flow detachment risk.
High SPI values show a strong erosion ability on the slope surface. SPI can be rigorously
calculated according to Equation (1),

SPI = As · tan β (1)

where As (m2/m) is the unit contributing area, β is the slope angle (degrees), and tan β is
slope gradient (m/m). In this study, STI values were computed and then divided into five
groups with an interval of 20, including <20, 20–40, 40–60, 60–80, and >80 (Figure 3f).
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Similar to SPI, STI was used to evaluate the sediment transporting capacity [57]. This
index is expressed as a function of the local slope and contributing area:

STI =

[
As

22.13

]0.6
·
[

sin β

0.0896

]1.3
(2)

In this case, five categories with an interval of 10 were generated for STI values: <10,
10–20, 20–30, 30–40, and >40 (Figure 3g).

TWI was established by Beven and Kirkby [59] within a runoff model and improved by
Moore et al. [60]. It can be used to indicate the quantitative correlation between topographic
features and soil wetness. It is relevant to note that the soil covering slopes tend to be
unstable with larger moisture content due to the decreases in effective forces. TWI is
computed as:

TWI = ln
(

As

tan β

)
(3)

Generally, high TWI values mean that the soil in the corresponding area has a high
moisture content. In this study, TWI values were reclassified into five groups: <5, 5–6, 6–7,
7–8, and >8 (Figure 3h).

Lithology has an effect on slope stability since different lithological units have different
physical and mechanical properties. Therefore, different lithological units generate various
susceptibilities to landslides [61]. In rock masses, soft and hard interlayers with a high
moisture content are more likely to cause landslides. In the study area, ten groups of
lithology were generated based on their lithofacies and geological ages, as illustrated
in Figure 3i and Table 1.

Table 1. Description of the groups of lithology.

Group Code Lithology Geological Age

1 J2 Monzonitic granite, quartz monzonite, granodiorite, quartz diorite Middle Jurassic

2 T2, T3 Quartz monzonite, monzonitic granite, granodiorite Middle and late Triassic

3 C1, C2

Lower: carbonaceous phyllite; middle: siltstone, gray-green
phyllite; upper: medium-thin bedded limestone; carbonaceous slate

with quartz sandstone, carbonaceous slate, slate-sandwiched
sandstone, quartz conglomerate, and limestone, breccia limestone

Early and middle
Carboniferous

4 D1, D2, D3

Lower: sandstone sandwiches slate, sandy argillaceous limestone,
and local siderite sandwiches; upper: slate and

phyllite-sandwiched sandstone, dolomite, limestone, sandstone,
siltstone with a small amount of slate, locally intercalated
argillaceous limestone, slate mixed with fine sandstone

Devonian

5 S Granite Silurian

6 O Quartz diorite, diorite, gabbro, gabbro-norite, alaskite Ordovician

7 Є1

Lower: black carbonaceous slate and siliceous rock; upper:
variegated (dark gray, gray-purple, light gray, gray-white)

limestone, dolomitic limestone; dolomite with flint
Cambrian

8 Z1, Z2
Lower: conglomerate, sandstone, shale with limestone; upper:

dolomite, marl with sandstone, shale Early and middle Sinian

9 Pz2

Lower: mainly metamorphic quartz sandstone, meta granulite with
mica-quartz schist; upper: sandy conglomerate, meta-sandstone,
mica-quartz schist with a few marble layers from bottom to top

Upper Paleozoic

10 Pt1, Qn
Biotite schist, graphite marble, clastic rock interbedded with basic

lava, volcanic rock with marble, clastic rock with basic lava,
volcanic rock with carbonaceous phyllite, marble, and siliceous rock

Lower Proterozoic,
Qingbaikouan
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The proximity to fault structures is a factor influencing slope stability. It is be-
lieved that areas where tectonic activity plays a role will lead to more frequent geological
hazards [62,63]. According to relevant studies [56,64], most landslides occur within a dis-
tance of 250–1000 m from faults. Hence, the distance to faults was selected as an important
conditioning factor for LSMs. Consequently, buffers of the main faults within the study area
were computed and grouped into five classes with an interval of 1000 m, namely <1000 m,
1000–2000 m, 2000–3000 m, 3000–4000 m, and >4000 m (Figure 3j).

The stability of slopes is affected by the neighboring rivers since rivers tend to change
the degree of saturation. Streams may adversely cause slope instability by eroding the toes
of slopes and saturating the slope [65]. Five different buffer ranges were generated with an
interval of 200m. The map of the distance to rivers is given in Figure 3k.

Rainfall is a prime triggering factor for landslides. It has been proven that most land-
slides occur during or after continuous rainfall due to the rising groundwater level and pore
water pressure [66]. The rainfall map was obtained by reclassifying the meteorological data
into five groups with an interval of 20 mm/yr (Figure 3l): 653–673 mm/yr, 673–693 mm/yr,
693–713 mm/yr, 713–733 mm/yr, and 733–764 mm/yr.

The study area is in a mountainous area, and road construction activities are inevitable
which have an adverse effect on slope stability [67]. Mountain excavation and subgrade
filling will create a large number of new artificial slopes, destroy the integrity of slope
structures, and lead to landslides with a considerable risk to road facilities and human life.
Hence, the distance to roads was chosen as a factor to make the LSM map. For the study
area, the values of distance to roads were obtained and reclassified into five categories:
<400 m, 400–800 m, 800–1200 m, 1200–1600 m, and >1600 m (Figure 3m).

It is a complex task to evaluate the relationship between vegetation coverage and
slope stability [68]. In particular, high vegetation coverages of slopes have prominent
inhibitory impacts on shallow landslides and surface erosion [69]. NDVI has been utilized
by many researchers to quantitatively express the degree of vegetation coverage on slope
surfaces [69] and was considered a conditioning factor in this paper. NDVI is defined as,

NDVI =
NIR − R
NIR + R

(4)

where NIR is the near-infrared band, and R is the red band of the electromagnetic spectrum.
The values of NDVI vary from−1 to 1, where 1 means the corresponding areas are perfectly
covered by vegetation. In the present case, NDVI values ranged from –0.13 to 0.65, which
were then grouped into five classes based on the natural break method, i.e., –0.13–0.28,
0.28–0.41, 0.41–0.48, 0.48–0.54, and 0.54–0.65 (Figure 3n).

Land cover is an indirect conditioning factor for slope stability. Usually, barren and
sparsely vegetated regions tend to be more susceptible to erosion and will bear greater
instabilities compared with a thick forest [70]. Generally, agriculture is conducted on gentle
and low slopes. However, some farming activities take place on moderately steep slopes,
which will lead to rising water levels due to long-term irrigation. Therefore, landslides are
more likely to occur on agricultural slopes. The study area was classified into five groups
(Figure 3o), including farmland, garden land, forestland, commercial land, and industrial
and mining storage land.

The information on the source and scale of the conditioning factors is illustrated in Table 2.

Table 2. Source and scale of conditioning factors.

Factors Data Source Format Resolution/Scale

Elevation, slope angle, slope aspect, plan curvature,
profile curvature, SPI, STI, TWI, distance to faults,

distance to roads, distance to rivers
ASTER GDEM Raster, 30 m

NDVI Landsat 8 operational land imager Raster, 30 m
Lithology Geological maps Polygon, 1:200,000
Rainfall National Earth System Science Data Center Raster, 30 m

Land use/cover Land use/cover maps Polygon, 1:100,000
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3.3. Modeling Approaches
3.3.1. Credal Decision Tree

Abellán and Moral [71] initially built the Credal Decision Tree (CDT) to solve classi-
fication problems involving credal sets. This approach applies an original split criterion
by considering imprecise probability and uncertainty. In order to reduce the generation
of complex decision trees during the CDT construction process, an exclusion criterion
was used. The construction process stopped when the summation uncertainty increased
due to splitting. An improved approach was recommended based on Dempster–Shafer’s
theory [72,73], which has been extensively applied to analyze the uncertainty measures of
a credal dataset. During the development of CDT, the following equation was introduced
to quantitatively calculate the entire uncertainty (EU) with two parts [71],

EU(ϕ) = NG(ϕ) + RG(ϕ) (5)

where ϕ expresses a general credal set on a frame X, EU represents the entire uncertainty,
NG is a general non-specificity function, and RG denotes a general randomness function of
credal sets.

Function mϕ is defined as an assignment of masses on ϕ. For a general credal set on
the frame X, the formula of the non-specificity state can be written as [71],

NG(ϕ) = ∑
A⊂X

mϕ(A) ln(|A|) (6)

where A is the power set of X.
The function of the randomness of a general credal set can be computed as [71],

RG(ϕ) = Max

{
−∑

x∈X
px ln px

}
(7)

where the maximum is taken over all probability distributions on a credal set ϕ.
The basic arithmetical function for the CDT model can be expressed as the following

computations. Based on the landslide dataset D, the distribution of probability p(LI) can be
defined as [71]:

p(LI) ∈
[

n(LI)
N + s

,
n(LI) + s

N + s

]
(8)

where N represents the sample dataset size, LI is a landslide indicator, n(LI) is the frequency
value, and s denotes the hyper-parameter which ranges from 1 to 2, as stated by Walley [74].

Therefore, a new kind of credal set KD can be expressed as follows:

KD =

{
p|p(LI) ∈

[
n(LI)
N + s

,
n(LI) + s

N + s

]}
(9)

Based on the new credal set KD, the procedure to build the CDT algorithm utilizes
the maximum entropy function. This function is a total uncertainty measure in the impre-
cise Dirichlet Model (IDM). Figure 4 shows the basic learning process. A more detailed
procedure of the CDT algorithm can be found in the literature [71].

3.3.2. AdaBoost

AdaBoost or adaptive boosting was initially proposed by Freund and Schapire [75,76].
This kind of approach was derived from an online allocation algorithm, training and
assembling multiple weak classifiers to achieve a strong one by means of a boosting process.
Every classifier within the ensemble model attempts to classify the training data accurately.
The working procedure of AdaBoost can be expressed as follows. First, a weak learner is
generated with the original training dataset. Then, the distribution of the training data
is adjusted based on the prediction performance for the next iteration of weak learner
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training. It is relevant to be noted that the misclassified samples are recognized and will be
assigned higher weights while the correctly graded samples weigh the same. Next, a strong
classifier is generated based on all the weak classifiers and the corresponding weights.
Finally, a good classifier model is built from a weighted sum of all the classifier-based
models previously constructed.
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A weak classifier is defined as ym and the corresponding classification error rate is
εm. αm represents the weight of the weak classifier ym. YM is the final strong classifier
integrated from all the weak classifiers. The detailed mathematical steps are presented as
follows [76].

First, the classification error rate of a weak classifier for the training data is,

εm =
N

∑
n = 1

w(m)
n I(ym(xn) 6= tn) (10)

where ym(xn) is the prediction outcome of the weak classifier, tn is the true label, I repre-
sents the weight coefficient optimization function, and w(m)

n is the weight of the current
weak classifier.

Next, the weights of weak classifiers can be obtained,

αm =
1
2

ln
(

1 − εm

εm

)
(11)

Finally, the function of a strong classifier YM can be given based on αm (Figure 5),

YM(x) = sign

(
M

∑
m = 1

αmym(x)

)
(12)

where M is the number of weak classifiers and ym(x) is the prediction result of each weak
classifier. Figure 5 gives a basic depiction of AdaBoost.
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3.3.3. Random Subspace (RS)

Random subspace was originally established by Ho [77], combining and training
multiple classifiers on a modified feature space to strengthen weak classifiers. The basic
concept of a random subspace ensemble model is the implementation of a pseudorandom
process to select components of a feature vector. In the RS classifier, two algorithms are
joined. First, low-dimensional subspaces are generated by randomly sampling vectors of
the original high-dimensional feature. Then, multiple classifiers are blended into these
random subspaces at the end of the predictions. The significant discrepancy between the RS
method and other approaches is that RS randomly selects features of the original training
data [78]. Figure 6 gives a basic depiction of random subspace.
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With the predictions of weak classifiers, a decision is made by simple majority voting
in the final decision rule. Accounting for the fact that it is easy to train the classifiers based
on smaller subspaces using the random subspace approach, a distinct improvement in the
features to instance ratio can be obtained. The detailed process involves the following steps.

First, given a training dataset X of size m,

X = {T1, T2, . . . , Tm} (13)

For a given q-dimensional data set, each set of a training sample Ti is assigned a
q-dimensional feature vector,

Ti = {Ti1, Ti2, . . . , Tiq
}

; i = (1, 2, . . . , m)} (14)

Next, the q* dimension feature subset is randomly generated from Ti. It is relevant to
note that q* should be smaller than q.

Then, the training sample of primordial dataset X turns into Xr, written as,

Xr = {Tr
1 , Tr

2 , . . . , Tr
m} (15)

Taking into account that each training sample of Xr is a q*-dimensional feature vector,

Xr = {Tr
1 , Tr

2 , . . . , Tr
q∗

}
(16)

Randomly assigning the feature element Xr
ik with uniform distribution, k belongs to 1

to q*, and the range of i is from 1 to m.
Subsequently, using the random subspace method, the set of N number of base

classifiers is obtained with Xr, namely, Cn(x) (n = 1, 2, . . . , N).
Ultimately, a decision is made using the simple majority voting combination rule [79],

h(X) = argmax
y∈[−1,1]

∑n
i = 1 Cn(x), y (17)
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where y ∈ [1,−1] means the class label decision, and Cn is the ensemble size of classifier.

4. Results
4.1. Correlation Analysis between Landslide and Conditioning Factors Using Frequency
Ratio Method

To assess and quantify the spatial relationship between the historical landslides and
the selected fifteen conditioning factors, the frequency ratio (FR) approach was used. FR is
a straightforward statistical approach for exploring the spatial relationship between a case
and its influence factors. This approach has been widely applied [39,46,78]. The larger the
FR value, the closer the relationship between the case and a factor. In this study, FR values
of each class of the fifteen conditioning factors are illustrated in Table 3. It can be noted
that the most landslide-prone areas fall on commercial land of the land use/cover, with an
FR value of 9.04, making this the most relevant factor leading to landslide occurrence. The
following highly correlated factors are an SPI of 0–20 (FR = 9.00), NDVI of (−0.13)–0.28 with
an FR value of 6.66, a slope angle of 0–10 (FR = 3.50), and an elevation of 0–1000 m with an
FR value of 3.39. For a specific class, an FR value of 0 denotes the landslide-insusceptible
portions of the study area.

Table 3. Spatial relationship between conditioning factors and historical landslides using FR method.

Factor Subclass No. of Class Pixels No. of Landslide Pixel FR Value

Elevation (m)

<1000 434680 66 3.39
1000–1200 582467 35 1.34
1200–1400 684338 13 0.42
1400–1600 497394 4 0.18
1600–1800 252707 0 0.00
1800–2000 114189 0 0.00
2000–2200 47075 0 0.00

>2200 23672 0 0.00

Slope (◦)

0–10 134147 21 3.50
10–20 488228 36 1.65
20–30 927360 32 0.77
30–40 794942 23 0.65
40–50 269518 3 0.25
50–60 21531 3 3.11
60–70 777 0 0.00
7–74 19 0 0.00

Aspect

Flat 162829 8 1.10
North 295253 19 1.44

Northeast 355388 15 0.94
East 376859 21 1.25

Southeast 306409 23 1.68
South 321254 10 0.70

Southwest 338043 17 1.12
West 318849 5 0.35

Northwest 161638 5 0.69

Plan curvature
(−11.48)–(−0.55) 517544 20 0.86

(−0.55)–0.51 1520401 82 1.21
0.51–15.57 598577 16 0.60

Profile curvature
(−18.32)–(−0.98) 400907 12 0.67

(−0.98)–0.65 1632087 74 1.01
0.65–19.48 603528 32 1.18
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Table 3. Cont.

Factor Subclass No. of Class Pixels No. of Landslide Pixel FR Value

SPI

0–20 29795 12 9.00
20–40 6605 2 6.77
40–60 9282 2 4.81
60–80 8520 3 7.87
>80 2582320 99 0.86

STI

0–10 1467316 82 1.25
10–20 1148396 36 0.70
20–30 19775 0 0.00
30–40 841 0 0.00
>40 194 0 0.00

TWI

0–5 1294286 27 0.47
5–6 714821 28 0.88
6–7 284237 25 1.97
7–8 126771 10 1.76
>8 216407 28 2.89

Lithology

Group 1 123884 1 0.18
Group 2 639471 3 0.10
Group 3 31452 2 1.42
Group 4 1311573 110 1.87
Group 5 4482 0 0.00
Group 6 89099 0 0.00
Group 7 21375 1 1.05
Group 8 2655 0 0.00
Group 9 10151 1 2.20
Group 10 402380 0 0.00

Distance to faults (m)

0–1000 684637 42 1.37
1000–2000 518613 16 0.69
2000–3000 416778 19 1.02
3000–4000 310547 17 1.22

>4000 705947 24 0.76

Distance to rivers (m)

0–200 803551 67 1.86
200–400 656896 17 0.58
400–600 454343 10 0.49
600–800 279554 6 0.48

>800 442178 18 0.91

Rainfall (mm/yr)

653–673 93654 0 0.00
673–693 466030 5 0.24
693–713 573189 32 1.25
713–733 724650 47 1.45
733–764 778999 34 0.98

Distance to roads (m)

0–400 803551 47 1.31
400–800 656896 8 0.27

800–1200 454343 6 0.30
1200–1600 279554 5 0.40

>1600 442178 52 2.63

NDVI

(−0.13)–0.28 57074 17 6.66
0.28–0.41 169814 43 5.66
0.41–0.48 513496 22 0.96
0.48–0.54 989002 21 0.47
0.54–0.65 907136 15 0.37

Land use/cover

Farmland 531645 46 1.93
Garden land 1231021 34 0.62
Forestland 861886 34 0.88

Commercial land 9889 4 9.04
Industrial and mining

storage land 2081 0 0.00
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4.2. Application of Landslide Susceptibility Models

Landslide susceptibility frameworks were constructed with the training dataset using
the CDT model and its two ensembles, namely the AdaCDT model and RSCDT model.
Although there are still some discussions about the accuracy of proposed modeling ap-
proaches in various publications, it is indeed necessary to carry out some research on
assessing the performance of new models on landslide susceptibility mapping in terms
of spatial analysis and prediction ability. In the present study, landslide susceptibility
indices (LSI) based on the three models for Zhashui County were computed to produce
the rasterized LSM in the ArcGIS 10.5 software. Finally, all the LSMs were regrouped into
five classes, including very low, low, moderate, high, and very high, based on the natural
breaks method [25,50]. The area percentage of each group for every model is illustrated
in Table 4.

Table 4. Percentages of different landslide susceptibility classes for CDT, AdaCDT, and
RSCDT models.

Class CDT AdaCDT RSCDT

Very low 44.92 15.84 35.45

Low 4.26 15.94 24.43

Moderate 15.70 7.80 19.65

High 20.08 11.10 14.88

Very high 15.05 49.33 5.59

For the CDT model (Figure 7), the LSI ranges from 0.000 to 1.000, and the reclassified
five groups are as follows: very low (0.000–0.031), low (0.031–0.165), moderate (0.165–0.325),
high (0.325–0.706), and very high (0.706–1.000). The corresponding area percentage is
44.92%, 4.26%, 15.70%, 20.08%, and 15.05%, respectively. Regarding the two ensemble
models, LSIs of the AdaCDT (Figure 8) and RSCDT (Figure 9) vary from 0.000 to 1.000,
and 0.097 to 0.900, respectively. The LSM generated by the AdaCDT model is covered by
an area percentage of 15.84% with very low (0.000–0.090), 15.94% with low (0.090–0.267),
7.80% with moderate (0.267–0.502), 11.10% with high (0.502–0.780), and 49.33% with very
high susceptibility (0.780–1.000). Additionally, regarding the RSCDT model, the five
regrouped classes are very low (0.097–0.289), low (0.289–0.428), moderate (0.428–0.579),
high (0.579–0.742), and very high susceptibility (0.742–0.900), accounting for 35.45%, 24.43%,
19.65%, 14.88%, and 5.59%, respectively.

4.3. Model Performance and Validation

To figure out the optimal model for the study area among the three models, the ROC
curve was applied, and AUC was computed based on the training data. The results are
illustrated in Table 5 and Figure 10a. It can be noted that the AUC of the CDT model
is 0.788, showing that the goodness-of-fit to the training data is 78.8%. Apparently, the
two ensemble frameworks perform much better on goodness-of-fit to the training data
than the CDT model. The RSCDT model outperforms the three models with an AUC of
0.847, followed by the AdaCDT model (0.821). Based on the training data, an AdaBoost
algorithm and random subspace algorithm can enhance the success rate of the CDT model,
by percentage of 4.02% and 6.97%, respectively.

Table 5. ROC analysis of CDT, AdaCDT, and RSCDT models using training data.

Models AUC Standard Error 95% Confidence Interval

CDT 0.788 0.0304 0.728–0.847

AdaCDT 0.821 0.0274 0.767–0.875

RSCDT 0.847 0.0245 0.799–0.895
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One more vital step is to evaluate the practicability of the CDT model and its
two ensembles. Therefore, based on the validation data (30% of all the data), ROC analysis
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was also utilized to estimate the prediction rate. The results are shown in Figure 10b and
Table 6. The RSCDT model outperforms with the biggest value of AUC (0.861), followed
by AdaCDT (0.802), and CDT (0.771). Consequently, CDT and its two ensemble models
all perform well in landslide susceptibility prediction. The distinct discrepancies in the
ROC curves of the three models are demonstrated in Table 6. As can be seen, visible
differences lie between the CDT model and its ensemble models. In terms of AUC, the
RSCDT algorithm improved the prediction accuracy of the CDT model by 10.45%, and the
AdaCDT model increased the prediction of the CDT model by 3.87%. Therefore, for the
validation data, the RSCDT model performed better than the AdaCDT model. In addition,
for the training data, the RSCDT model yielded the most accurate results compared with
the other two models.

Table 6. ROC analysis of CDT, AdaCDT, and RSCDT models using validation data.

Models AUC Standard Error 95% Confidence Interval

CDT 0.771 0.0467 0.680–0.863

AdaCDT 0.802 0.0426 0.719–0.886

RSCDT 0.861 0.0375 0.788–0.935

In previous studies, ensemble models have been widely applied to landslide suscepti-
bility, showing their advantages in enhancing a single classifier’s prediction capability and
decreasing a single classifier’s overfitting problem [80]. Consequently, accounting for the
outstanding performance with the validation data, RSCDT is selected as the optimal model
for LSMs and provides a more accurate prediction of future landslides in the study area.

5. Discussion

Assessing landslide susceptibility of a certain area is a complex task and remains chal-
lenging. The key to the assessment relies on the applied models and selected conditioning
factors. In various publications, many researchers have tried to improve the performance of
models for landslide susceptibility prediction, while the quality and prediction accuracy of
these models are determined by the used methods. New machine-learning techniques have
been proven to be capable and efficient in boosting prediction performance [48]. There-
fore, the authors tried to combine the CDT model with two machine-learning ensemble
frameworks (AdaBoost and random subspace) to create an LSM. According to current
publications, this kind of investigation has not been performed in Zhashui County; hence,
it was selected as a case study.

AdaBoost and random subspace algorithms boost the performance and prediction
accuracy of the CDT model in the research area, indicating that ensemble techniques
generate higher accuracy than an individually used model. According to the five classes of
the LSMs constructed by the proposed three models, the CDT and RSCDT models have the
largest area percentage of very low susceptible class, while the largest area percentage of
the AdaCDT model is in the very high susceptible class (49.33%). The area percentage of
49.33% in the AdaCDT model indicates that nearly half of the study area is evaluated to be
highly landslide prone, which is inconsistent with the distribution of historical landslides
in the study area. The abnormal area percentage with a very high susceptible class in
AdaCDT ensemble may be related to the way AdaBoost processes. The AdaBoost method
dynamically changes the sample weight distribution to make the classifier more focused on
the misclassified samples, and these samples are often at the classification boundary of the
base classifier, which may cause overfitting and lead to unsatisfactory prediction results.
However, the rotation forest ensemble approach can effectively increase the difference
between the base classifiers by randomly splitting the sample attribute dataset and adopting
the feature transformation strategy to obtain a good integration effect. In summary, for
the base classifier in this study, the random subspace method behaves much better than
the AdaBoost approach. Therefore, RSCDT is considered to be the optimal model for the
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creation of LSMs in Zhashui County thanks to its outstanding performance in both training
and validating data. Generally, the reclassified very low and low susceptible areas are
distributed in the north and west of Zhashui County, while the very high and high prone
areas are concentrated in the southeast. This is related to the fact that people live along
the rivers, and the erosion of the rivers and the frequent human activities lead to landslide
occurrences. In addition, the concentrated and heavy rainfall in Qinling Mountains will
also contribute to landslide occurrence.

Additionally, the CDT, AdaCDT, and RSCDT models assign the lowest area percent-
age to the low, moderate, and very high susceptible classes, respectively. These distinct
discrepancies are related to the fact that AdaBoost and random subspace changed the
LSM originally generated by the CDT model used alone, although in different ways. Actu-
ally, whether a simple or ensemble model, it processes in a way unique to the approach
itself. Hence, every approach generally contributes to a different data processing and
modeling result.

Overall, the performance of the two ensembles shows a good consistency between
training data and validating data in terms of ROC analysis when compared to the single
classifier. AdaBoost and random subspace approaches can enhance the prediction rate
of the CDT model, and the RSCDT model has the most outstanding prediction ability.
In summary, with the highest success rate and prediction accuracy, the RSCDT model is
believed to be the optimal model for mapping landslide susceptibility in this study. It can
be noted that the very high susceptible class holds the lowest area percentage in the RSCDT
model, which means that the proportion of the area most sensitive to landslide hazards
is the smallest. With the help of this LSM, it would be conducive to the development of
landslide prevention and control and can prevent the formation of landslides in a targeted
manner. However, it will still be a challenging task to figure out the best model for creating
LSMs in a certain region from the various models. More case studies need to be carried out
to seek the best possibility and to assess the overall performance of AdaBoost and random
subspace ensemble techniques.

6. Conclusions

Obtaining an accurate landslide susceptibility map is vital for a certain region’s sus-
tainable land-use management and planning. Machine-learning ensemble frameworks and
ensemble techniques have been widely used for mapping landslide susceptibility. In this
study, the CDT model and its two ensembles (AdaCDT and RSCDT) were utilized to map
landslide susceptibility in Zhashui County (China). ROC curves were utilized to estimate
and compare the performance of each model.

Results of the ROC analysis indicate that the applied landslide models combined
with machine-learning ensemble frameworks, namely the AdaCDT and RSCDT models,
achieved noteworthy and good results. The RSCDT model has the highest prediction
ability, followed by the AdaCDT model. It is also relevant to be noted that machine-
learning ensemble frameworks dramatically enhanced the performance of the base model
of CDT.

Consequently, it can be concluded that machine-learning ensemble frameworks are
effective and promising techniques for the landslide susceptibility prediction of areas
suffering from natural hazards, such as landslides. Additionally, the proposed approaches
in this study can also be applied to areas with different geo-environmental conditions.
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