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Abstract: Runoff simulation is an ongoing challenge in the field of hydrology. Process-based (PB)
hydrological models often gain unsatisfactory simulation accuracy due to incomplete physical process
representations. While the deep learning (DL) models demonstrate their capacity to grasp intricate
hydrological response processes, they still face constraints pertaining to the representative training
data and comprehensive hydrological observations. In order to provide unobservable hydrological
variables from the PB model to the DL model, this study constructed hybrid models by feeding the
output variables of the PB model (BTOP) into the DL model (LSTM) as additional input features.
These variables underwent feature dimensionality reduction using the feature selection method
(Pearson Correlation Coefficient, PCC) and the feature extraction method (Principal Component
Analysis, PCA) before input into LSTM. The results showed that the standalone LSTM performed
well across the basin, with NSE values all exceeding 0.70. The hybrid models enhanced the simulation
performance of the standalone LSTM. The NSE values increased from 0.75 to nearly 0.80 in a sub-basin.
Lastly, if the BTOP output is directly fed into LSTM without feature dimensionality reduction, the
model’s accuracy significantly decreases due to noise interference. The NSE value decreased by 0.09
compared to the standalone LSTM in a sub-basin. The results demonstrated the effectiveness of PCC
and PCA in removing redundant information within hydrological variables. These findings provide
new insights into incorporating physical information into LSTM and constructing hybrid models.

Keywords: runoff simulation; process-based model; deep learning; lstm; feature dimensionality
reduction; Hybridization

1. Introduction

Runoff simulation is an essential way of exploring hydrological processes and the laws
of the water cycle. An accurate runoff simulation can provide a vital scientific basis for
predicting flow velocity, mitigating short-term flood risks and managing long-term water
resource systems [1–6]. However, due to the complex dynamic process of rainfall–runoff,
which has high spatiotemporal variability and is influenced by various factors such as
precipitation [7], terrain [8], and climate characteristics [9], accurately predicting runoff is
a long-lasting challenge and remains one of the important topics in the study of surface
hydrological processes [10–12].

Process-based (PB) hydrological models are widely utilized for simulating runoff
and have applications in water resource development, flood control, disaster reduc-
tion, and urban planning [13–15]. These models incorporate well-defined physical
concepts and employ precise mathematical and physical equations to represent the
diverse processes involved in water circulation, with model parameters having physical
meanings [16,17]. When PB models accurately capture the fundamental runoff response

Water 2023, 15, 3758. https://doi.org/10.3390/w15213758 https://www.mdpi.com/journal/water

https://doi.org/10.3390/w15213758
https://doi.org/10.3390/w15213758
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/water
https://www.mdpi.com
https://orcid.org/0000-0002-4063-728X
https://doi.org/10.3390/w15213758
https://www.mdpi.com/journal/water
https://www.mdpi.com/article/10.3390/w15213758?type=check_update&version=1


Water 2023, 15, 3758 2 of 23

process during the calibration period, indicating correct parameterization, they can reli-
ably simulate runoff even outside the range of historical observations using the model’s
internal equations [18,19]. Nevertheless, inadequate representation of physical processes
and limitations in input data can result in unreasonable parameter calibration, leading
to significant discrepancies between the simulated and observed discharge [20,21]. This
drawback greatly limits the development of PB models and is also an urgent pain point
to be addressed in the application of PB models in hydrological simulation.

Due to the rapid growth in hydrological observations and advancements in computing
power, deep learning (DL) models, particularly the Long Short-Term Memory network
(LSTM), are gaining significant attention for hydrological simulations [22–26]. In contrast to
traditional recurrent neural networks (RNN), LSTM addresses the challenges of long-term
information retention and short-term input loss and can be used to process and predict
important events with very long intervals and delays in time series [27]. Specifically,
LSTM excels at capturing the lag effects of hydrological events such as infiltration [28],
evapotranspiration [29], and snow melt [30]. At present, LSTM has demonstrated unpar-
alleled accuracy in runoff modeling. Kratzert et al. applied LSTM to simulate runoff in
241 catchments of the CAMELS (Catchment Attributes and Meteorology for Large-sample
Studies) dataset, and the results were superior to the Sacramento Soil Moisture Accounting
Model (SAC-SMA) coupled with the Snow-17 snow routine [30]. Kratzert et al. further
constructed an EA–LSTM model capable of learning catchment attributes, which signifi-
cantly outperformed two regionally calibrated hydrological models (VIC and mHM) across
531 catchments in the CAMELS dataset [31]. Additionally, Tian et al. applied four DL mod-
els, the echo state network (ESN), the nonlinear autoregressive exogenous inputs neural
network (NARX), Elman recurrent neural network (ERNN), and LSTM to simulate runoff
in Xiangjiang and Qujiang River basins, and the findings revealed that LSTM outperformed
the other models in capturing the dynamics of time series [32]. In addition, Xiang et al. pro-
posed the LSTM–seq2seq model for estimating hourly runoff based on rainfall observations,
rainfall forecasts, runoff observations, and empirical monthly evapotranspiration data
from multiple stations in the Clear Creek and Upper Wapsipinicon River in Iowa [33]. The
LSTM–seq2seq model demonstrated favorable performance in two watersheds, suggesting
its potential for short-term flood forecasting applications. However, as a black-box model,
the application of LSTM is somewhat limited due to its weak representation of physical
processes despite its remarkable computational efficiency and simulation accuracy [12].

As a pure data-driven DL model, LSTM requires a certain amount of data to capture the
dynamic process of hydrological series, and the simulation performance largely depends
on whether the training period data can represent the hydrological response process of the
basin. Unlike LSTM, which constructs a mapping between meteorological observations
(precipitation, minimum and maximum temperature, solar radiation and vapor pressure,
etc.) and runoff, PB models are calculated through parameterization based on the principle
of mass conservation. In addition to simulating runoff, these models can generate variables
in the form of time series from internal hydrological processes like evapotranspiration,
vegetation interception, and soil moisture transport [34]. As these variables are computed
using mathematical physical equations and encompass comprehensive information, an
appealing strategy has emerged: incorporating output variables of PB models into LSTM
by constructing a hybrid model. This strategy has been proven to be an effective means
of enhancing simulation performance. Liu et al. utilized simulated runoff of PB model
(PRMS) as input features other than meteorological observations to construct the PRMS–
LSTM hybrid model. The results indicated that the hybrid model performs well and can
improve the out-of-distribution prediction with acceptable generalization accuracy [35].
Konapala et al. constructed a hybrid model by feeding the simulated runoff of the SAC
model with five meteorological indicators into LSTM and applied it to 531 catchments
of the CAMELS dataset [36]. The results showed that the performance of the hybrid
model improved compared to the standalone SAC and LSTM, and the improvement was
most pronounced in the catchment where the PB model completely failed (i.e., NSE < 0).
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Additionally, Wi et al. tested the ability of hybrid models to simulate runoff under warming
scenarios and found that a hybrid LSTM, when provided with evapotranspiration estimates
from the SAC–SMA model as an additional input feature, produced more realistic runoff
predictions [37]. In the field of DL, excessive input features may provide duplicate and
irrelevant information, thereby reducing model accuracy and computational efficiency. For
this consideration, the hybrid model construction approach mentioned above only uses
discharge or evapotranspiration estimates as additional inputs to LSTM, ignoring other
internal variables with physical information. However, data dimensionality reduction is an
effective way to eliminate redundant and irrelevant information, and it has been widely
used in DL. Feature selection is a kind of dimensionality reduction technique that has been
applied in multiple fields [38,39]. The purpose of feature selection is to identify the most
characterizing features of the target variables so as to improve the learning progress of
DL models [40]. Due to the ability to measure the dependency between the input features
and the target variables, the Pearson Correlation Coefficient (PCC) method has become
the most commonly used feature selection method [41,42]. Chen et al. used the PCC
method to remove features that were not relevant to the predicted target (photovoltaic
power) and input the remaining features into the LSTM for prediction [43]. The results
indicated that this method can achieve short-term prediction of photovoltaic power and
reduce the impact of noise. Xie et al. proposed a multivariate Long Short-Term Memory
network model (MV-LSTM) based on PCC feature selection to predict wind speed [44].
The results show that the simulation performance of MV–LSTM is better than the ARMA
model and the singe-variable LSTM. Unlike feature selection, feature extraction, as a data
dimensionality reduction technique, is achieved by altering the original representation of
features. Taking Principal Component Analysis (PCA) as an example, this method maps
high-dimensional data into low-dimensional space through a certain linear projection,
and expects the maximum variance of the data on the projected dimension [45,46]. Xu
et al. used PCA to extract the main components and remove elusive components when
applying LSTM to wind speed prediction, thus improving the simulation accuracy [47].
Zhang et al. used PCA to reduce the dimension of input features before applying LSTM
and GRU for runoff prediction [48]. The results showed that the PCA method can retain the
core information while reducing the data dimension and effectively improve the accuracy
of the deep RNN models. In summary, both the feature selection method, PCC, and the
feature extraction method, PCA, have great potential in information preservation and noise
removal of input features of deep learning models.

Therefore, to make the best use of the physical information output by the PB model,
an appealing strategy is to perform dimensionality reduction on all output variables of
the PB model before feeding them into LSTM. In this study, we selected the distributed
hydrological model, BTOP, as the PB model and considered all output variables of BTOP.
We utilized two common data dimensionality reduction methods to eliminate duplicate
and irrelevant information: the PCC method for feature selection and the PCA method for
feature extraction. We incorporated the dimensionality-reduced feature from both methods
as additional input features into LSTM to develop hybrid models for runoff simulation. We
then evaluated their performance against the BTOP, standalone LSTM, and hybrid model
without feature dimensionality reduction preprocessing. Therefore, the study aimed to
achieve the following main objectives: (1) Compare the performance of the process-based
hydrological model BTOP with the data-driven LSTM in runoff simulation; (2) Evaluate the
improvement of hybrid models constructed using BTOP model estimation as additional
input features in runoff simulation compared to the standalone LSTM; (3) Verify the ability
of feature dimensionality reduction methods (PCC and PCA) to eliminate redundant
information within hydrological sequences.
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2. Materials
2.1. Study Area

The Shinano River, originating from the base of Mount Kobushi in Honshu, is rec-
ognized as Japan’s longest river at 367 km and boasts the third largest catchment area,
spanning 11,900 km2 (Figure 1). This river primarily traverses through Nagano and Niigata
prefectures before discharging into the Sea of Japan in Niigata. The upper part of the
Shinano River Basin (SRB), positioned centrally on the Japanese mainland, is known as the
Chikuma River, with a length of 214 km and an area of 7163 km2, accounting for 58% and
60% of SRB, respectively. Characterized by its alpine terrain, the Chikuma River basin pre-
dominantly features a stratum composed of andesite. The climate is the most typical inland
climate. The southern region displays predominant climatic influences from the East China
Sea, while complex weather conditions govern the northern areas due to its proximity to
the Northern Land Region. Varied annual precipitation intensities are observed: roughly
1000–1400 mm in the upper course, around 1000 mm in the middle, and approximately
1400–1800 mm in the lower course. The mid-lower sections of the SRB’s precipitation
patterns interrelate with the climatic characteristics of the Sea of Japan, with 40–50% of their
annual rainfall largely snowfall, which tends to occur between November and February.
The subsequent period of high precipitation transpires amidst the June to July “plum rain”
season. The region’s ample water supply and fertile soil enhance its recognition as one of
Japan’s premier paddy-producing regions. The Shinano River is a flood-prone river, with
23 recorded floods between 1931 and 1960. At the same time, it is also the primary water
source for industry and agriculture in the basin. Therefore, combined with the needs of
flood control, irrigation, water supply, and power generation, simulation runoff in SRB is
of great interest.

Figure 1. The location and topography of Shinano River Basin (SRB).

According to the location of hydrological stations and natural conditions, the BTOP
model divides the entire basin into six sub-basins, named from SRB-1 to SRB-6 (Figure 1).

2.2. Data

The daily precipitation of seventy-seven rainfall stations and the daily discharge of
six hydrological stations from 2002 to 2011 were collected from the Ministry of Land,
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Infrastructure, Transport and Tourism (MLIT) of Japan. The daily actual evaporation data
were obtained from the Global Land Evaporation Amsterdam Model (GLEAM) [49]. The
above data could be directly used for runoff simulation by the standalone LSTM, while the
following additional data are needed to drive the BTOP model: DEM, interception loss
(PET0), potential evapotranspiration (EP), leaf area vegetation index (LAI), soil and land use
data. The DEM was sourced from MERIT-DEM (Multi-Error-Removed Improved Terrain
DEM) data product developed by Yamazaki, D. et al. in Japan [50]. The PET with a 0.25◦

resolution was obtained from the GLEAM [49]. The EP came from the Climate Research
Unit (CRU) with a resolution of 0.5◦ [51]. The LAI was downloaded from the National
Environmental Information Center (NCEI) with monthly and 0.05◦ resolutions [52]. The
Food and Agriculture Organization of the United Nations (FAO) provided the soil data [53].
The land use data obtained at a 500 m grid scale was acquired from the USGS Land Cover
Research Institute [54]. Considering that such a large basin will cause huge calculation
costs, the spatial resolution of the BTOP model was set to 1 km, and all input data were
resampled to the same resolution using the nearest neighbor method.

3. Methodology
3.1. Evaluation Criteria

In order to quantitatively evaluate the overall performance of various models, five eval-
uation metrics, including mean absolute error (MAE), root means square error (RMSE), Pear-
son Correlation Coefficient (PCC), the Nash–Sutcliffe Efficiency (NSE) (Equations (1)–(4))
were selected in this study.

MAE =
∑n

i=1
∣∣XS

i − XO
i

∣∣
n

(1)

RMSE =

√
∑n

i=1 (XS
i − XO

i )
2

n
(2)

NSE = 1 − ∑n
i=1 (XS
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i )

2

∑n
i=1 (XO

i − XO)
2 (3)
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i=1 (XO
i − XO)(XS

i − XS)√
∑n

i=1 (XO
i − XO)

2
√

∑n
i=1 (XS

i − XS)
2

(4)

where XO is the observed discharge data, XS is the simulated discharge data by single
BTOP, standalone LSTM and BTOP–LSTM hybrid models, i is the runoff time series, n is
the time steps in the evaluation.

3.2. Hydrological Model: The Block-Wise Use of TOPMODEL (BTOP Model)

This study employed the BTOP model as the hydrological model due to its transparent
physical mechanisms and ability to generate simulated internal variables. In order to
extend the application scope of TOPMODEL from hillslope to macro-scale basin, the
development of the distributed hydrological model BTOP started in 1999 at the University
of Yamanashi, Japan [55,56]. The researchers preserved the basic equations of the model
but altered the definition of the topographic index and introduced a new concept of
mean groundwater travel distance [57]. The structure of the BTOP model mainly includes
topographic preprocessing analysis (depression filling, topographic index calculation, sub-
watershed division, etc.), evapotranspiration calculation based on Shuttleworth–Wallace
(S-W) equations [58], runoff generation based on TOPMODEL [59], and flow routing
calculation based on Muskingum–Cunge equations [60]. The BTOP model has achieved
extensive global application, such as the Malwathoya River Basin in Sri Lanka [61], the
Mekong River Basin [62,63], the Fuji River Basin in Japan [64–66], and the Min River Basin
in China [67].
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The BTOP model, as a distributed model, introduces the concept of block-wise based
on consideration of computational costs. The model consists of five parameters: block-
average Manning coefficient (n0c), drying function parameter (α), decay factor of lateral
transmissivity (m), block-average saturation deficit (SDbar), and groundwater dischargeabil-
ity (D0). These parameters are automatically calibrated using a shuffled complex evolution
optimization algorithm (SCE-UA) developed at the University of Arizona [68]. Except
for D0, all other parameters are provided per block. In terms of output variables, beyond
simulating essential values such as discharge, flow generation flux, and evapotranspiration
for specific grids, BTOP can output the average values of internal variables upstream of a
specified grid. Taking the calculation of net precipitation on a grid as an example, the BTOP
model divides each grid into four zones: vegetation, root, unsaturated, and subsurface.
For each BTOP grid, the net precipitation calculation occurs in the vegetation zone and is
reduced by the canopy interception water storage and actual interception evaporation of
the canopy (ET0). The net precipitation of the basin is the average of the calculated values
of all grids within the basin. A detailed listing of these internal variables is presented in
Table 1.

Table 1. The summary of internal variables output by BTOP simulation.

Variable Unit Description

Effec.P mm Net precipitation
ET mm Actual evaporation
ET0 mm Actual interception evapotranspiration
SD mm The soil moisture saturation deficit
Srz mm The root zone water storage
Suz mm The unsaturated zone water storage

Qoft mm
Flow generation flux, the sum of simulated

Hortonian overland flow flux, saturation excess
runoff flux and groundwater flux

Qv mm Groundwater recharge flux

3.3. Long Short-Term Memory Network (LSTM)

For a long time, latent variable models have faced problems of long-term information
preservation and short-term input loss (owing to vanishing and exploding gradients).
Inspired by the logic gate of computer systems, an early solution to mitigate these problems
was introduced through Long Short-Term Memory (LSTM) [25,69]. LSTM is analog to
standard recurrent neural networks, but each ordinary recurrent node is replaced by a
memory cell [70]. Each memory cell is equipped with an internal state and multiple gates
(the forget gate ft, the input gate it and the output gate Ot) to determine when a hidden
state should be updated or reset through a dedicated mechanism.

The data feeding into the LSTM cell is the input of the current time step (xt) and the
hidden state of the previous time step (ht−1), as shown in Figure 2. Firstly, LSTM introduces
the concept of candidate memory cell (C̃t), and uses tanh as the activation function with a
value range of (−1, 1). This leads to the following equation at time step t, where Wc is the
weight parameter; bc is the bias parameter:

C̃t = tanh(Wc · [ht−1, xt] + bc) (5)

Next, LSTM introduces three gates to control the information flow. Specifically, the
forget gate determines whether to keep the current value of the memory or flush it, the
input gate determines how much of the candidate memory cell’s value should be added to
the current memory cell state (Ct), the output gate determines whether the memory cell
should influence the output at the current time step [71]. Three fully connected layers with
sigmoid activation functions (σ) compute the values of the input, forget, and output gates.
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The equations at time step t as follows, where Wf, Wi, Wo are weight parameters, bf, bi, bo
are bias parameters:

ft = σ(W f · [ht−1, xt] + b f ) (6)

it = σ(Wi · [ht−1, xt] + bi) (7)

Ot = σ(WO · [ht−1, xt] + bO) (8)

Then, combining forget gate, update gate, previous memory cell state (Ct−1) and
candidate memory cell state, the current memory cell internal state at time step t could be
updated by Equation (9), where � is Hadamard (elementwise) product operator:

Ct = ft � Ct−1 + it � C̃t (9)

At last, LSTM applies output gates and the current memory cell state to compute the
output of the memory cell, which is called the hidden state (ht). The equation at time step t
is as follows:

ht = Ot � tanh(Ct) (10)

Figure 2. Basic structure of LSTM cell. The σ and tanh represent sigmoid and hyperbolic tangent
activation functions, respectively. � is Hadamard (elementwise) product operator. Ft, it, and Ot

represent the forget gate, update gate, and output gate, respectively. xt denotes the input data, Ct

denotes the cell state, ht denotes the hidden state, and C̃t denotes the candidate memory cell state.

3.4. Feature Dimensionality Reduction Method
3.4.1. Pearson Correlation Coefficient (PCC)

Pearson Correlation Coefficient (PCC), a statistical measure introduced by Carl Pear-
son, quantifies the degree of linear relationship between research variables. Nowadays,
in the field of machine learning, as a feature selection method of the feature dimension
reduction branch, PCC is often applied to identify the most characterizing features of the
target variable [40,41,72]. This method filters the features with the highest correlation and
discards the rest to obtain the optimal subset of features. The mathematical representation
for PCC is provided in Equation (4). The closer the absolute value of the correlation coeffi-
cient is to 1, the stronger the correlation is. The closer the correlation coefficient is to 0, the
weaker the correlation is.

3.4.2. Principal Component Analysis (PCA)

Principal Component Analysis (PCA), initially introduced by Carl Pearson [73], is
a prevalent feature extraction method utilized in machine learning. By employing a
covariance matrix, PCA has the capacity to distill primary comprehensive variables from the
original dataset, preserving integral information while discarding superfluous data [45,46].
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The objective of PCA is to map high-dimensional data into low-dimensional space through
a certain linear projection, with the expectation of maximizing the amount of information
(variance) in the projected dimension, thereby using fewer data dimensions to retain the
characteristics of original data points. In principal component analysis, feature vectors
corresponding to the largest eigenvalues are selected, and the data are mapped in the
reference frame composed of these eigenvectors to achieve the purpose of dimensionality
reduction. More detailed explanations are referred to Hotelling, H [74].

3.5. Model Design

In the simulation of the BTOP model, the calibration and validation periods were
designated as 2002–2008 and 2009–2011, respectively. In the simulation of LSTM, 2002–2007
was chosen as the training period, 2008 was chosen as the validation period (to verify the
rationality of model hyperparameters), and 2009–2011 was chosen as the testing period.
All models employed equal lengths of training periods, and their performance comparison
occurred during the same testing period.

3.5.1. Standalone LSTM Settings

The standalone LSTM was built using the Keras library in Python 3.8 based on a
two-layer structure of 40 hidden nodes per layer. To avoid overfitting and underfitting,
we performed several preliminary simulations for optimal tuning of hyperparameters. To
capture the hydrological dynamic response of SRB, we set the input step to 30 days, and
the input features were composed of 3 variables, including actual precipitation, actual
evaporation, and historical observed discharge. The actual precipitation was the surface
average precipitation calculated using the Thiessen Polygon method based on the gauged
precipitation data, while the actual evaporation was the surface average value calculated
based on the gridded satellite product. For efficient and more stable learning, all input
features as well as the output data, were normalized by subtracting the mean and divid-
ing by the standard deviation before input into the model [30]. The batch size and the
number of iteration steps (epochs) were set to 128 and 200, respectively. To enhance the
model’s generalization capability, we applied the L2 regularization method (set to 0.01),
thus preventing overfitting of the training period data via penalizing larger weights [75].
Additionally, Adam was selected as our optimization algorithm with a learning rate of
0.005. Finally, we used the mean-squared error (MSE) as an objective criterion in this study.
The mean-squared error reduction curves of the standalone model during the training
and validation period at 6 sub-basins are shown in Figure 3. The model exhibited low
bias during the training periods and low variance during the validation periods, which
manifested that the hyperparameter settings were reasonable. There were no overfitting or
underfitting phenomena throughout the entire process, indicating that the standard LSTM
model effectively captured the rainfall–runoff processes in the Shinano River Basin and
had strong generalization ability. The model was executed ten times on each sub-basin,
and the average value was taken as the result.

Figure 3. Cont.
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Figure 3. Loss function process of the standalone LSTM at 6 sub-basins. Train_loss: mean-squared
error during the training process; val_loss: mean-squared error during the validation process; epochs:
iteration steps; loss: mean-squared error. (a) SRB-1; (b) SRB-2; (c) SRB-3; (d) SRB-4; (e) SRB-5;
(f) SRB-6.

3.5.2. Construction of Hybrid Models

After a runoff simulation of the BTOP model, in addition to the simulated discharge,
the model will output eight other information-rich internal variables, as depicted in Table 1.
These variables, similar to the observed precipitation and evaporation, can provide useful
information for the runoff simulation of LSTM. In the field of DL, providing more input
features tends to improve model accuracy. However, when superabundant features are
fed into the model, the noise and redundant information will diminish model accuracy
and greatly reduce the computational efficiency. Therefore, using data dimensionality
reduction operation to preprocess input features is the mainstream method. In this study,
two fundamental strategies were employed to construct Hybrid-1 and Hybrid-2, while
Hybrid-3 was established as a benchmark model:

1. Hybrid-1: Pearson correlation analysis, a common feature selection method, was
employed to screen the feature variables demonstrating high correlation with the
observed discharge as additional input to the standalone LSTM.

2. Hybrid-2: Employing principal component analysis as a feature dimensionality re-
duction method, converted eight input features into a few principal components and
fed them as additional features into the standalone LSTM.

3. Hybrid-3: All output variables from the BTOP model were directly fed into the
standalone LSTM as additional features without any dimensionality reduction.

4. The hybrid model adopted the same model structure as the standalone LSTM (avoid-
ing overfitting and underfitting), with variations in input variables only. The hybrid
models were executed ten times on each sub-basin, and the average value was taken.

The framework of this study is shown in Figure 4.
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Figure 4. The framework of this study.

4. Results and Discussion
4.1. BTOP Model Simulation

Table 2 presents the evaluation criteria of the BTOP simulation at six sub-basins. The
smaller the values of MAE and RMSE, and the closer the values of NSE and PCC are
to 1, the better the simulation performance. The results indicated that the BTOP model
performed well apart from two sub-basins (SRB-5 and SRB-6) close to the outlet of the
SRB. For example, satisfying efficiency was gained at SRB-1 with MAE of 19.62 m3/s,
RMSE of 37.54 m3/s, NSE of 0.77 and PCC of 0.89 for calibration, in addition to 19.01 m3/s,
31.19 m3/s, 0.63 and 0.82 for validation, respectively. The poor simulation performance of
SRB-5 and SRB-6 could potentially be attributed to the unreasonable sub-basin division
within the BTOP model. In addition, since the flood in the lower courses of SRB is largely
affected by snowmelt from March to April, the BTOP model significantly underestimated
the discharge during flood periods in SRB-5 and SRB-6 due to the lower observed rainfall.
Moreover, the Shinano River is the main source of water for industry and agriculture in
the basin, and more than half of the population in the basin depends on the Shinano River
for water supply. In combination with the needs of flood control, irrigation, water supply
and power generation, numerous large comprehensive utilization projects were built in
the lower courses of the basin (Niigata has six flood control reservoirs with a total storage
capacity of nearly 100 million cubic meters). Therefore, human activities such as reservoir
storage and irrigation may also lead to the poor simulation performance of the BTOP model
in SRB-5 and SRB-6.

Table 2. Evaluation criteria for BTOP runoff simulations.

Sub-
Basin

Calibration Period Validation Period

MAE (m3/s) RMSE (m3/s) NSE PCC MAE (m3/s) RMSE (m3/s) NSE PCC

SRB-1 19.62 37.54 0.77 0.89 19.01 31.19 0.63 0.82
SRB-2 37.15 64.72 0.56 0.81 33.79 53.07 0.66 0.88
SRB-3 63.79 103.09 0.70 0.89 62.34 94.72 0.66 0.89
SRB-4 125.31 155.40 0.65 0.85 125.34 155.81 0.55 0.82
SRB-5 205.73 324.06 0.14 0.54 199.18 340.60 0.15 0.59
SRB-6 210.34 338.52 0.19 0.54 192.25 333.84 0.17 0.59

It is worth mentioning that regardless of the simulation performance, the internal
variables of all sub-basins were calculated using the same mathematical equation under the
basic structure of the model, following the basic law of mass conservation. Therefore, in
order to investigate whether the output variables of the BTOP model follow basic physical
laws and cover physical information, we chose the internal variable of SRB-1 for analysis,
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while the other five sub-basins have the same conclusion. Referring to SRB-1 as an example,
after a runoff simulation, the BTOP model outputted variables in the form of a time series
(Figure 5), including the variables listed in Table 1 and simulated discharge (Qsim). In the
natural world, affected by factors such as temperature, humidity, atmospheric pressure,
and wind, both precipitation and evapotranspiration exhibit significant seasonal and inter-
annual variation characteristics, which were also reflected in BTOP model calculations
(Figure 5a–c). As a process-based hydrologic model, the parameters of the BTOP model
have clear physical significance and can describe the hydrologic process more accurately
by solving continuous and dynamic equations. For instance, after a rainfall event (refer to
Figure 5a), there was a significant decrease in soil moisture saturation deficit (Figure 5d).
Moreover, since the root zone is located above the unsaturated zone in the BTOP model
structure, the decrease in the root zone water storage (Figure 5e) was usually accompanied
by a surge in unsaturated zone water storage (Figure 5f). On the other hand, as shown in
Figure 5g,i, the comparison between Qoft and Qsim confirms that the simulated discharge
was primarily determined by flow generation flux. In conclusion, the output variables of
the BTOP model, derived via mass and energy equations, potentially offered informative
physical data.

Figure 5. Cont.
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Figure 5. Variables output by BTOP at SRB-1. (a) Is the net precipitation (Effec.P), (b) is the actual
evaporation (ET), (c) is the actual interception evapotranspiration (ET0), (d) is the soil moisture
saturation deficit (SD), (e) is the root zone water storage (Srz), (f) is the unsaturated zone water
storage (Suz), (g) is the flow generation flux (Qoft), (h) is the groundwater recharge flux (Qv), (i) is the
simulated discharge (Qsim).

4.2. Feature Dimensionality Reduction Results
4.2.1. Feature Selection (PCC)

The rainfall–runoff process has a significant hysteresis effect due to factors such as
basin size, soils, geology, slope, land use, precipitation amount and duration, the timing
of peak rainfall intensity, and antecedent precipitation [76,77]. Therefore, we explored the
correlation between the output variables and the observed discharge, considering various
lag times, as shown in Table 3. Variables like net precipitation (Effec.P), soil moisture
saturation deficit (SD), flow generation flux (Qoft), and groundwater discharge flux (Qv)
output from the BTOP model demonstrated robust correlations with observed discharge
(Qobs) over three different lag times as they reached their peak when the lag time was one
day. Effec.P, Qoft, and Qv displayed a significant positive correlation with Qobs, while the SD
showed a significant negative correlation with Qobs. Remarkably, the relationship of actual
evaporation (ET), actual interception evapotranspiration (ET0), root zone water storage
(Srz), and unsaturated zone water storage (Suz) to Qobs was somewhat weak but typically
peaked at a one-day lag time. Therefore, this study determined the lag time as one day in
the Shinano River Basin.

In order to perform feature selection, we conducted a correlation analysis between
various variables, including internal variables, simulated discharge, and observed discharge
with a one-day lag. As shown in Figure 6, Effec.P, Qoft, Qv, and Qsim variables present high
correlations among themselves and a clear negative correlation with SD. Moreover, due
to the model design, actual evapotranspiration mainly occurs in the root zone. Therefore,
ET calculated by the model showed a significant negative correlation with Srz. Feature
selection not only removes features unrelated to the training target but also removes a
redundant feature that provides the same information. In this study, Qobs was mainly
associated with five variables: Effec.P, SD, Qoft, Qv and Qsim. However, the two variables
may provide redundant information due to the strong correlation between Effec.P and Qv
(0.91 in all six sub-basins). Therefore, based on the consideration of a simplified model, the
input features SD, Qoft, Qv, and Qsim determined by the PCC feature selection method were
selected to construct Hybrid-1.

4.2.2. Feature Extraction (PCA)

This study employed principal component analysis to eliminate the correlation be-
tween input variables and achieve feature dimensionality reduction. Table 4 shows the
eigenvalues and cumulative variance contribution rates of the correlation coefficient ma-
trix. Eight internal variables (indexed in Table 1) and simulated discharge output from
the BTOP model could be expressed as nine uncorrelated principal components by linear
expression. The fundamental of PCA is to extract principal components with eigenvalues
greater than one and cumulative variance contribution rates of about 85%. This principle
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can ensure that the extracted principal components have a strong explanatory ability. In
each sub-basin, the eigenvalues of the first four principal components were all greater than
1, and the cumulative variance contribution rates reached around 85%. Therefore, based
on the fundamentals, in order to preserve the original data’s main information and avoid
data redundancy, the first four principal components were selected as extracted features
to construct Hybrid-2 in this study. The four features extracted from nine out variables of
SRB-1 are shown in Figure 7; the input features of other sub-basins were extracted using
the same method.

Table 3. Correlation coefficient between output variables of BTOP model and observed discharge
under different lag times (* indicates that the variable is related to observed discharge with a p-value
of less than 5%, ** indicates that the variable is related to observed discharge with a p-value of less
than 1%).

Sub-
Basin

Lag Time
(day) Effec.P ET ET0 SD Srz Suz Qoft Qv

SRB-1
0 0.43 ** 0.19 ** 0.19 ** −0.58 ** 0.17 ** 0.43 ** 0.71 ** 0.60 **
1 0.69 ** 0.18 ** 0.28 ** −0.58 ** 0.17 ** 0.47 ** 0.78 ** 0.80 **
2 0.37 ** 0.16 ** 0.20 ** −0.38 ** 0.11 ** 0.34 ** 0.37 ** 0.39 **

SRB-2
0 0.41 ** 0.35 ** 0.24 ** −0.68 ** 0.05 * −0.11 * 0.72 ** 0.54 **
1 0.55 ** 0.35 ** 0.30 ** −0.67 ** 0.04 * 0.11 ** 0.76 ** 0.67 **
2 0.35 ** 0.22 ** 0.33 ** −0.54 ** 0.01 −0.12 ** 0.51 ** 0.42 **

SRB-3
0 0.36 ** 0.28 ** 0.20 ** −0.64 ** 0.14 ** 0.04 0.67 ** 0.51 **
1 0. 69 ** 0.28 ** 0.33 ** −0.67 ** 0.14 ** 0.04 * 0.86 ** 0.82 **
2 0.41 ** 0.26 ** 0.25 ** −0.49 ** 0.09 ** 0.02 0.45 ** 0.46 **

SRB-4
0 0.24 ** 0.22 ** 0.17 ** −0.55 ** 0.15 ** 0.03 0.57 ** 0.41 **
1 0.66 ** 0.22 ** 0.31 ** −0.62 ** 0.16 ** 0.04 0.85 ** 0.78 **
2 0.43 ** 0.20 ** 0.26 ** −0.45 ** 0.11 ** 0.01 0.55 ** 0.50 **

SRB-5
0 0.20 ** 0.18 ** 0.13 ** −0.23 ** 0.16 ** −0.01 0.36 ** 0.31 **
1 0.51 ** 0.17 ** 0.25 ** −0.25 ** 0.16 ** −0.01 0.56 ** 0.56 **
2 0.30 ** 0.15 ** 0.20 ** −0.15 ** 0.12 ** −0.04 0.32 ** 0.32 **

SRB-6
0 0.19 ** 0.12 ** 0.11 ** −0.25 ** 0.19 ** 0.02 0.36 ** 0.30 **
1 0.50 ** 0.11 ** 0.23 ** −0.27 ** 0.19 ** 0.03 0.56 ** 0.56 *
2 0.30 ** 0.09 ** 0.18 ** −0.18 ** 0.15 ** −0.01 0.34 ** 0.33 **

Figure 6. Cont.
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Figure 6. Correlation between variables with a lag time of one day. EFFEC.P: the net precipitation,
ET: the actual evaporation, ET0: the actual interception evapotranspiration, SD: the soil moisture
saturation deficit, Srz: the root zone water storage, Suz: the unsaturated zone water storage, Qoft: the
flow generation flux, Qv: the groundwater recharge flux, Qsim: the simulated discharge, Qobs: the
observed discharge. (a) SRB-1, (b) SRB-2, (c) SRB-3, (d) SRB-4, (e) SRB-5, (f) SRB-6.

4.3. Comparison of Performance between Varied Models

After reducing the feature dimensionality, three hybrid models were constructed
according to the method outlined in Section 3.5.2. The performance of these models was
compared against that of the BTOP model and the standalone LSTM during the testing
period. Figure 8 depicts the simulated and observed discharge from five models in six
sub-basins. Table 5 summarizes the specific evaluation criteria.

The results indicated that, across all sub-basins, both the data-driven LSTM and hybrid
models were superior to the process-based distributed hydrological model BTOP. In the two
sub-basins where BTOP simulation failed (SRB-5 and SRB-6), LSTM and the three hybrid
models still achieved significant accuracy, denoted by NSE values approximating 0.80.
From this, it is evident that even with less data used (without inputting terrain attributes,
hydrological and meteorological station locations, etc.), LSTM-based models outperform
distributed hydrological model BTOP in terms of accuracy in runoff simulation.
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Table 4. The eigenvalues and cumulative variance contribution rates of principal components of 6
sub-basins.

SRB-1 SRB-2 SRB-3

Ingredient Eigenvalues Cumulative (%) Eigenvalues Cumulative (%) Eigenvalues Cumulative (%)

1 4.207 46.740 4.146 46.063 4.059 45.102
2 1.395 62.240 1.534 63.107 1.485 61.598
3 1.138 74.882 1.102 75.353 1.122 74.068
4 1.002 83.873 1.001 86.445 1.003 85.143
5 0.560 91.172 0.596 93.102 0.621 92.048
6 0.297 94.773 0.378 97.303 0.407 96.635
7 0.227 98.069 0.169 99.178 0.190 98.743
8 0.130 99.516 0.049 99.720 0.077 99.604
9 0.044 100.000 0.025 100.000 0.036 100.000

SRB-4 SRB-5 SRB-6

Ingredient Eigenvalues Cumulative (%) Eigenvalues Cumulative (%) Eigenvalues Cumulative (%)

1 3.918 43.537 3.413 42.368 3.487 42.078
2 1.592 61.222 1.955 64.086 2.005 64.352
3 1.139 73.879 1.672 75.085 1.554 75.361
4 1.007 84.885 1.004 85.857 1.072 85.897
5 0.605 91.798 0.416 92.239 0.381 92.285
6 0.395 96.184 0.236 95.905 0.235 95.916
7 0.224 98.674 0.172 98.531 0.133 98.528
8 0.084 99.603 0.092 99.549 0.092 99.546
9 0.036 100.000 0.041 100.000 0.041 100.000

Figure 7. Four features extracted using the PCA method in SRB-1.
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Figure 8. Comparison of runoff simulation at six sub-basins by BTOP, Standalone LSTM, Hybrid-1,
Hybrid-2, and Hybrid-3.

In addition, the simulation performance of both Hybrid-1 and Hybrid-2 surpassed
that of the standalone LSTM, as they incorporate additional input features from the
dimensionality-reduced BTOP output variables. Especially in the case of SRB-6, the MAE
value decreased from 81.87 m3/s to 75.66 m3/s and 81.41 m3/s, the RMSE value reduced
from 184.85 m3/s to 167.10 m3/s and 168.24 m3/s, the NSE value increased from 0.75 to 0.80
and 0.79, and the PCC value rose from 0.88 to 0.90. These results underlined the superior
simulation performance achieved by Hybrid-1 and Hybrid-2, indicating that the output
variables of the BTOP model can provide more physical information to the standalone
LSTM, thereby improving simulation accuracy.

More input features do not guarantee higher simulation accuracy of LSTM because
redundant and irrelevant features will interfere with the LSTM learning process. When
utilizing all variables provided by the BTOP model as additional input features, Hybrid-
3 manifested a substantial decrease in simulation accuracy across nearly all sub-basins
compared to the standalone LSTM. Illustratively, the MAE value increased by 4.56 m3/s,
the RMSE value increased by 4.86 m3/s, the NSE value decreased by 0.09, and the PCC
value decreased by 0.01 at SRB-1. The results suggested that employing feature selection
methods such as PCC and feature extraction methods like PCA can significantly reduce
redundant and irrelevant information within hydrological sequences. Filtering the output
variables of the BTOP model through two feature dimensionality reduction methods and
subsequently incorporating these variables into the input features of the standalone LSTM
can effectively improve the performance of runoff simulation.

It is worth noting that in the sub-basins where the BTOP simulation was not satisfied
(SRB-5 and SRB-6), the output variables of the model differ significantly from the true
values but still provide useful physical information for LSTM. This conclusion is similar
to that of Yu et al. and Konapala et al. [36,78]. This may be due to the fact that in the PB
model simulation, even if the simulation performance is poor, the results of calibration
and validation periods are calculated using the same set of parameters and belong to the
same distribution. This is consistent with the basic rules of data during training, validation,
and testing in deep learning. Instead of learning the measured data, using the output
of the PB model as an additional input feature to the LSTM allows the LSTM to learn
the data simulated by the PB model (the results of the PB model calculations). Therefore,
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even if the PB model simulation accuracy is low, as long as the simulated data follows the
same distribution during the calibration and validation periods, it can provide physical
information to the LSTM. The exceedance probability was utilized to examine the ability
of varied models to capture the flow of different magnitudes. Dividing the flow duration
curve (FDC) into three segments for analysis, including the high-flow segment (probability
less than 5%), the mid-flow segment (probability between 20% and 70%), and the low-flow
segment (probability greater than 70%) [79].

Table 5. Evaluation criteria for discharge simulations of varied models.

Sub-Basin
Number Metrics BTOP Standalone

LSTM Hybrid-1 Hybrid-2 Hybrid-3

SRB-1

MAE
(m3/s) 18.95 10.50 11.96 10.50 15.06

RMSE
(m3/s) 31.43 26.92 25.95 25.01 31.78

NSE 0.63 0.73 0.75 0.76 0.64
PCC 0.83 0.86 0.88 0.89 0.85

SRB-2

MAE
(m3/s) 34.59 18.80 18.38 19.17 26.01

RMSE
(m3/s) 53.82 46.02 40.80 41.62 45.52

NSE 0.66 0.75 0.80 0.80 0.76
PCC 0.88 0.87 0.90 0.90 0.89

SRB-3

MAE
(m3/s) 63.29 32.75 29.75 36.74 36.23

RMSE
(m3/s) 95.95 68.19 61.84 61.07 74.19

NSE 0.66 0.83 0.86 0.86 0.80
PCC 0.90 0.92 0.93 0.94 0.90

SRB-4

MAE
(m3/s) 126.09 48.51 37.82 44.17 54.02

RMSE
(m3/s) 157.14 77.96 69.60 72.58 84.39

NSE 0.55 0.89 0.91 0.90 0.87
PCC 0.81 0.95 0.96 0.95 0.94

SRB-5

MAE
(m3/s) 203.60 71.50 67.43 73.54 103.70

RMSE
(m3/s) 345.39 157.43 152.89 151.74 165.59

NSE 0.15 0.82 0.83 0.84 0.80
PCC 0.62 0.92 0.92 0.92 0.91

SRB-6

MAE
(m3/s) 196.34 81.87 75.66 81.41 112.22

RMSE
(m3/s) 338.47 184.85 167.10 168.24 196.35

NSE 0.17 0.75 0.80 0.79 0.72
PCC 0.62 0.88 0.90 0.90 0.88

As shown in Figure 9, the BTOP model significantly underestimated the flow during
the whole period at all sub-basins except SRB-4. At SRB-4, the BTOP model tended to
underestimate the high-flow and overestimate both the mid-flow and low-flow, as depicted
in Figure 9d. Due to the impact of snowmelt, the BTOP model greatly underestimated the
runoff during flood periods in SRB-5 and SRB-6 downstream of the basin. The standalone
LSTM significantly underestimated the high flow of SRB-1, indicated in Figure 9a, mildly
overestimated the mid-flow of SRB-4 (Figure 9d), and slightly underestimated the mid-flow
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of SRB-5 (Figure 9e). Except for the above, the FDC from the standalone LSTM simulated
results matched well with the observed curve in the entire probability.

Figure 9. Comparison of the exceedance probabilities of the observed discharge and simulated
discharge from varied models at six sub-basins. (a) SRB-1, (b) SRB-2, (c) SRB-3, (d) SRB-4, (e) SRB-5,
(f) SRB-6.

Hybrid-1 and Hybrid-2 were in line with the observed discharge except for a slight
underestimation of high flow in SRB-1 (Figure 9a) and a slight overestimation of mid-flow
in SRB-4 (Figure 9d). Moreover, the Hybrid-3 showed a significant underestimation of
high flow in SRB-1 and an overestimation of mid-flow in SRB-2, SRB-4, SRB-5, and SRB-6
(Figure 9b,d–f).
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Compared to the BTOP model and the standard LSTM, Hybrid-1 and Hybrid-2 can
better fit the observed runoff hydrograph and flow duration curve, indicating a better
simulation performance. The primary source of error within the hybrid model stems from
the simulation of high-flow periods, which is influenced by whether similar high-flow
events appear during the training period.

5. Conclusions

This study applied a process-based BTOP model and data-driven LSTM to simu-
late runoff in six sub-basins of the Shinano River Basin in Japan. Subsequently, two
hybrid models, referred to as Hybrid-1 and Hybrid-2, were constructed by integrating
output variables of the BTOP model into the LSTM as input features after implement-
ing two feature dimensionality reduction methods (PCC and PCA). Comprehensive
evaluation indicators were employed to evaluate the performance of the BTOP model,
the standalone LSTM, and hybrid models, and the exceedance probability was used to
test the ability of varied models to capture the flow of different magnitudes. The main
conclusions are as follows:

(1) The data-driven LSTM demonstrated superior and more stable simulation perfor-
mance compared to the process-based BTOP model. The BTOP model failed to
simulate two downstream basins with NSE of only 0.15 and 0.17. On the contrary,
LSTM performed well across the basin, with NSE values all exceeding 0.70. Moreover,
the BTOP model significantly underestimated the discharge of the six sub-basins,
while the flow duration curve simulated by LSTM fitted well with that of the observed
discharge.

(2) Feeding the output variables from the BTOP model into LSTM as input features
could provide LSTM with more physical information for learning, thereby improving
simulation accuracy. Hybrid-1 and Hybrid-2 displayed comparable performances
throughout the basin, both outperforming the standalone LSTM. Moreover, the ex-
ceedance probability shows that the fit of the flow duration curve of Hybrid-1 and
Hybrid-2 was better than that of the standalone LSTM, and the main error of the two
hybrid models originates from the slight underestimation of high flow.

(3) The feature selection method, PCC, and the feature extraction method, PCA, can
effectively eliminate noise within the hydrological sequences. Feeding all the BTOP
model estimates into LSTM (Hybrid-3) does not enhance simulation performance but
instead leads to poor simulation accuracy due to redundant and irrelevant information.
Notably, Hybrid-3 exhibited overestimation behavior in the mid-flow, resulting in
model accuracy far lower than Hybrid-1 and Hybrid-2 and even lower than the
standalone LSTM. It is confirmed that implementing the feature dimension reduction
method before constructing the hybrid model is an effective strategy to improve
simulation accuracy.

Overall, the results indicated that the output of the BTOP model can provide more
physical information for the LSTM learning process, and reducing the dimensionality of
variables before constructing a hybrid model can significantly enhance the simulation
accuracy. This strategy provides new insights for constructing a hybrid model for runoff
simulations in the hydrological field. However, due to the black-box nature of deep
learning models, we are unable to quantitatively determine what the model learns from
dimensionality-reduced features, whether in feature selection or feature extraction. That is
to say, although the experimental results indicate that the dimensionality-reduced features
can effectively improve the performance of LSTM simulations, it is difficult for us to directly
determine the optimal feature dimensionality reduction scheme according to the learning
process of the model. Therefore, future research will focus on applying multiple feature
dimensionality reduction methods and conducting a comprehensive comparative analysis.
In addition, we will also validate our experimental conclusions on large datasets such
as CAMELS and apply transfer learning techniques to improve the performance of deep
learning models on data-scarce basins.
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