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Abstract: Acquiring the morphological parameters of fish with the traditional method (depending on
human and non-automatic factors) not only causes serious problems, such as disease transmission,
mortality due to stress, and carelessness and error, but it is also time-consuming and has low efficiency.
In this paper, the speed of fish and their physical characteristics (maximum and minimum diameter,
equivalent diameter, center of surface, and velocity of fish) were investigated by using a programmed
online video-recording system. At first, using the spatial coordinates obtained from YOLOV2, the
speed of the fish was calculated, and the morphological characteristics of the fish were also recorded
using this program during two stages of feeding and normal conditions (when the fish are not in
feeding condition). Statistical analysis was performed between the measured parameters due to the
high correlation between the parameters, and the classification system with high accuracy was able
to provide an accurate prediction of the fish in both normal and feeding conditions. In the next step,
an artificial neural network (ANN) prediction model (with three neurons; four input, one hidden
layer, and one output) was presented to plan the system online. The model has the lowest error
(1.4 and 0.14, respectively) and the highest coefficient of explanation (0.95 and 0.94, respectively) in
two modes, normal and feeding, which are presented by the ANN system for planning the online
system. The high accuracy and low error of the system, in addition to having a high efficiency for
continuous and online monitoring of live fish, can have a high economic benefit for fish breeders due
to the simplicity of its equipment, and it can also check and diagnose the condition of fish in time and
prevent economic damage.
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1. Introduction

Fish is one of the most important sources of animal proteins, micronutrients, and
minerals needed by humans all over the world. Compared to red meat, fish meat has
more nutritional value and is healthier in terms of quality [1]. The attention of different
countries to the aquaculture industry to supply food to the human population has grown
significantly with the increase in population and the need to supply food [1]. As aquaculture
production has steadily increased its share of total marine-based global food production, it
is expected to grow further in the future [2]. Fish breeders resist physically removing fish
from ponds to collect data; therefore, the importance of collecting high-precision data on
the morphological conditions of live fish without the need to physically relocate them has
become a critical need for fisheries and aquatic management [3]. The current problem is
that measuring the physical characteristics of fish based on traditional methods supposes
stressful conditions, which might cause a decline in fish performance as well as being a
highly time-demanding activity.
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By using machine vision technology, in addition to solving the existing problems,
fish biometric parameters have been checked with high precision. This will improve fish
nutrition, disease prevention, the continuous monitoring of fish, and time management
in fish farming, including the timely supply of fish to the market so more profit can be
obtained [4]. Studying the biological parameters of salmon with the traditional method
(relying on human and non-automatic factors) has low efficiency due to its serious problems,
such as the transmission of diseases, the death of aquatic animals due to the stress caused
to them, and inaccuracies, in addition to being time-consuming.

Considering the high cost of fish farms (especially the cost of feed) and the growing
need of this industry for new technologies to increase the efficiency of breeding, there is
a need for a system that can continuously determine the morphological and movement
characteristics of fish during the breeding process. If fish movement and growth are not
accurately monitored the proper measures cannot be taken. Most tracking systems are
based on deep learning [5], particle filters [6], adaptive filters [7,8], and others [9-11].

The aim of the paper is to develop a tool for fish monitoring based on image processing.
The proposed tool was developed based on creating a model with YOLOV2, a convolution
network for object detection. In this research, we successfully:

Avoid traditional methods for determining the physical characteristics of fish;
Solve the issue regarding the expense of current solutions for the online monitoring of
the physical characteristics of fish.

The main novelties of this proposal can be summarized as follows:

The development of an online and continuous low-cost tool for monitoring fish velocity;
An investigation of the quantitative characteristics of fish, including the length and
diameter of the body;

An identification of the relations between fish body length and velocity;

An identification of the relations between fish velocity under normal and
feeding conditions.

The rest of the paper is structured as follows: Section 2 provides a summary of related
work in the literature. Section 3 elaborates on a detailed explanation of our proposed
approach, the methods used, and the dataset used. Section 4 presents the experiment
results and describes them. The conclusion and future work are presented in Section 5.

2. Related Work

It is necessary to implement more sophisticated systems to be able to track fish be-
havior for a long time, with minimal loss of identity across frames. Several authors have
proposed systems to solve these challenges: complex models of object recognition, color
label recognition systems, object recognition labels [12], a set of variables for unique recog-
nition, time complexity algorithms in contour recognition, and separating the head and
body of the fish [13-15]. The unique data of fish swimming speed can be a key element in
understanding the behavioral dynamics of fish and their interaction with the environment,
stress, and hunger level, as well as measuring aquatic welfare issues related to new waves
and currents in breeding sites [16-18]. Although many methods can be used to measure
the characteristics of aquatic animals, the speed and the health of aquatic animals, as well
as increasing economic profit, are the challenges facing us today.

In the past, morphometric studies were based on a series of traditional measurements
around the body and head axis. A new morphological measurement system was developed
by Strauss and Bocastin called the image processing system, which determined diversity
using morphological traits, due to the limitations and weaknesses of the old measurement
systems [19]. The image processing system does not have the weaknesses and disadvan-
tages of traditional morphometry methods and covers the whole body regularly, creating
a good model of the actual shape of the samples, unlike the traditional method [20]. In
the study, live-tagged fish in an experimental farm was used to measure the swimming
speed of Atlantic salmon based on conventional acoustic telemetry and Doppler analysis.
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The results showed that the actual and average swimming speed ranges were 880 mm/s
with a deviation of 590 mm/s, and 1080 mm/s with a deviation of 590 mm/s, respectively,
and the body length per second was 1.4 and 1.6, respectively [21]. Another study, using
low-cost sensors to monitor water quality and fish behavior in aquaculture tanks during the
feeding process, reported that the proposed system can measure water quality parameters,
tank condition, feed fall, and fish swimming depth and speed. They reported that the
work is quite economical, with the cost of the sensors and the proposed node less than
EUR 90 [22]. Analysis of the biometric parameters and the growth curve of salmon was
performed by analyzing digital images under laboratory conditions. According to the
results presented, the accuracy of the system in estimating the biometric parameters of
salmon is higher than 90%, and the capability of the system was obtained at 98% for the
estimation of food required by fish in the growth process [23]. In the research, several fish
were photographed in a chamber to calculate the circumference, area, and equivalent diam-
eter of the fish to investigate the morphometric changes in Salmonidae fish (Oncorhynchus
mykiss (Walbaum, 1792)) using the image processing method (IPM). Based on the reported
results, final weight, average final length, and final height increased significantly with
increasing feeding. Additionally, the final area, final circumference, and final diameter
increased with increasing feeding relative to body weight. Therefore, the results showed
that image processing has sufficient accuracy and high speed to determine the fish length
and other growth parameters, and it is cost-effective from an economic point of view [24].

Ref. [25] determined some quality parameters of fish pond water by processing the
images taken using a smartphone camera and artificial neural network, and the coefficient
of explanation of the best models presented for PH, TDS (total dissolved substances), EC
(electrical conductivity), and Turb (turbidity) was reported as 0.913, 0.993, 0.994, and 0.958,
respectively, and the RMSE values were 0.054, 1.835, 3.766, and 0.266, respectively. Ref. [15]
used two convolutional networks to track zebrafish groups of up to 100 fish with over
99.95% accuracy via video in a low-noise environment. Ref. [26] developed a Kalman-
filter-based bird tracking algorithm for chick movement detection using low-resolution
video. According to the results, they reported that YOLO provides 99.9% accuracy in
detecting chickens in low-quality videos. Ref. [27] estimates and diagnoses orange fruit in
an orchard using YOLO models. They reported the Precision, Recall, F1-score, and MAP
of the YOLO-v4 as the best model for orange detection using test images, with values of
91.23%, 92.8%, 92%, and 90.8%, respectively. Ref. [28] presented an algorithm for image
processing to estimate the average weight of ornamental fish, and among the mathematical
models used, the power model of the weight-the surface area of fish with an R? higher
than 0.956 as a mathematical relationship for weight estimation. Ref. [29] investigated the
application of computer vision and support vector regression methods to predict the weight
of live broiler chickens. According to the results, they reported that the RMSE, MAPE, and
R? values of the SVR algorithm were 67.88, 8.63%, and 0.98, respectively. So, machine vision
along with SVR could promisingly estimate the weight of live broiler chickens. Ref. [30]
used an automatic image processing system to measure the morphological parameters
(appearance), including total length, weight, thickness, and width, of flatfish and stated
that the maximum error was 2%. Ref. [31] measured the length of tuna at depths of
2,4, 6,8, 10, and 12 using a stereo-video system and reported that the accuracy of the
image processing system is equal to 5% for depths less than 5.5 m. Ref. [32] used image
processing technology to estimate the density of salmon in a fish breeding pond and
reported that there is no significant difference between the actual density and the density
obtained from the mathematical model at the level of 5%. Ref. [4] presented an agent-based
simulator of underwater sensors for measuring the number of fish. The novel ABS-Fish
Count simulator defines and assesses different strategies for measuring fish from a set of
underwater sonar sensors. Ref. [33], with the help of machine vision technology (imaging
and image processing), digitized two types of fish based on species, size, and weight. They
measured seven fish variables: length, height, area, circumference, equivalent diameter,
largest diameter, and smallest diameter. The results showed that there is no significant



Water 2023, 15, 2138

40f18

difference between the actual weight and the measured weight at a 95% confidence level,
that the proposed algorithm distinguished two types of fish with 100% accuracy, and that
there was no significant difference in the length obtained and the manually measured fish
length using image processing. Sometimes destructive methods are used to measure the
morphological characteristics of fish, causing damage and stress to the fish, which not
only causes economic loss but is also very time-consuming and expensive. Ref. [34] used
an electro shocker for sampling in research to measure the meristic, morphometric, age
structure, and growth of barb fish (Barbus grypus (Heckel, 1843)).

3. Materials and Methods

In this section, materials and methods are described in detail. First of all, we explain
how data were gathered and the method used to propose our model. Then, the processing
and labeling of images resulting from video processing are detailed. Then, the proposed
artificial neural network (ANN) and details of training, testing, and validation datasets
are provided. Finally, the used metrics for the evaluation of the proposed approach
are presented.

3.1. Data Collection

To compare and investigate how the characteristics related to physics (speed, length,
etc.) of fish change under natural and feeding conditions, several 30 fish were randomly
selected in the pool with a size of 2.20 m x 1.50 m. Images were captured using a webcam
(Samsung of A22 model) with automatic image focus, a speed of 30 frames per second, and
an image resolution of 1080 x 604 pixels. For imaging, the webcam was placed on a fixed
base and perpendicular to the water surface with a height of one meter. Due to the lack of a
roof over the location of the filming (the place where the fish are kept), the imaging was
performed in completely natural conditions without using any artificial light source.

3.2. Image Processing

The imaging operation was repeated in several steps, and then the images were
analyzed using MATLAB 2021a software. The developed system includes three basic
steps: 1. Training by entering tagged images. 2. Creating a model (YOLOv2) automatic
recognition. 3. Recognition, location, and tracking of samples. In the first stage, fish were
selected and labeled manually and were used to train the neural network. After training
the network using labeled images of fish, a YOLOV2 [35] model was created for automatic
fish detection, which in addition to detecting fish, also provided the possibility of tracking
(Figure 1).

Figure 1. Cont.
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Figure 1. An image of fish tracked and labeled in MATLAB program. (a) Several fish in place of data
collection. (b) Tracking of fish using MATLAB software.

YOLOV2 is the second version of the YOLO27 convolution network. This network has
a higher efficiency in detecting objects than other conventional determination methods;
in addition, it offers good accuracy and speed of execution compared with other convo-
lution networks [35]. The YOLOvV2 network has been used in different sizes and with a
combination of various techniques and training on different scales [36]. In this algorithm,
to recognize an object in the image, first, the image is divided into smaller blocks, and if the
density of the boundary blocks is the same, the object is recognized in the image. YOLOv2
facilitates network learning as much as possible and removes blocks that do not match
the object class as much as possible [35,36]. A Kalman filter was used to determine the
direction of movement and tracking of fish [37]. The Hungrian algorithm was also used to
track the movement of fish. In this algorithm, the number of m sources was assigned to k
targets through the cost matrix (m x k) [37,38] according to Formula (1):

fslﬂ’l fslﬂ’n

downrightp (s, rj) = (1)

Smit1 fsmfrn

The element f;; ,j represents the connection of the i-th path of the predicted coordinates
to the j-th coordinate r.

Using the output of the model extracted from the YOLOV2 network (with fish detec-
tion), the location points of the fish were used to calculate their movement speed, as well
as the morphological characteristics of the fish, such as the large diameter (the largest axis
length of the sample), small diameter (the smallest axis length of the sample), surface center,
fish movement speed, and equivalent diameter, which were extracted and recorded [33].

The axes where the desired object in the binary image (black and white) have the
highest and lowest number of white pixels, respectively, are called the maximum and
minimum diameters. The equivalent diameter or diameter of the area of a shape is equal
to the diameter of the ellipse, which creates an area equal to the area of the desired shape.
The equivalent diameter is calculated according to Formula (2) [19,24,33].

4 x surface area

Equivalent Diameter = \/ =

@)

In this step, statistical comparisons were performed with Spss software for morpho-
logical characteristics and speed of fishes in the generated video dataset in both normal and
feeding stages. The k-means clustering algorithm was used to develop a classification for
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fish detection in both normal and feeding states [39]. Therefore, the classifier was trained
and used based on the input characteristics of fish under normal and abnormal conditions
(such as feeding). The camera installed on top of the pool was turned into a network camera
by iVcam software. This software can be installed on smartphones and turns the phone into
a webcam connected to the computer. After converting the phone’s camera to a webcam,
the images were entered online into MATLAB software and the detection and tracking
operations were performed online (Figure 2).

1
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g

Figure 2. Schematic of the system installed for online fish monitoring. (1) Camera. (2) Laptop.
(3) Wifi. (4) Fish.
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3.3. Artificial Neural Network Definition

Artificial neural networks are computer programs that have the ability to fashion
complex processes, inspired by the physiology of the human brain. Neural networks have
self-learning mechanisms and, in addition, they can create relationships between their
memory and information [40]. Neural networks can be successfully used in problems that
require functional characteristics similar to the human brain, such as learning, classification,
and performance prediction [41].

To provide a suitable model for predicting fish movement speed based on morpho-
logical characteristics, 70% of the data was used for network training, 15% of the data was
used for testing, and 15% was used for network validation [42].

3.4. Diagnosis Assessment Criteria

Recognition performance evaluation was conducted for all video sequences. A total
of 15,106 frames were manually recorded to verify the performance of the algorithm in
correctly identifying fish, mainly in occlusion cases. Therefore, several methods were
used including Positive Predictive Value (PPV or Precision), True Positive Rate (TPR
or Recall), and False Discovery Rate (FDR) to evaluate object recognition according to
Formulas (3)-(5) [37,43]:

recision — TruePositive 3)
P " TruePositive + FalsePositive
Recall — TruePositive @)

TruePositive + FalseNegative

False Positive
FDR =
TruePositive + FalsePositive ©®)

where the correct positive values, the total number of correct detections in all frames, the
false negative values, the total number of missed detections, and the false positive values
are the values that were wrongly detected. In this way, Fyueqsure is calculated according to
Equation (6), which is a weighted calculation of Precision and Recall [37]:

2 x (RecallxPrecision)

F — . . 6
measure Recall + Precision ©
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In the end, a multilayer perceptron neural network (artificial neural network (ANN))
was trained to make the system more intelligent and automatically detect the speed of fish
movement based on their morphological characteristics, and the best model was selected
with the highest R? and the lowest error.

The results of present experiments were evaluated by the root mean square error
(RMSE) and coefficient of determination (R?) according to Equations (7) and (8) [7]:

RMSE = @)

2
) (Zfil (vi — 7:) (7 — ?i))
R® = — Y ®)
iz (Vi — 9i) L (7 — 9i)
where y; is the true value, ; is the predicted value, §; is the mean value of the true values,
yi is the mean value of the predicted values, and N is the number of predicted values.
The step taken is briefly as follows: Fish tracking was performed using the YOLOv2
program. Then, the velocities were calculated based on the spatial coordinates obtained
(in two conditions: normal and feeding). After statistical analysis of the obtained data
about the speeds, a classification was developed that had a high accuracy (100%) for both
normal and fed conditions. Then, using an artificial neural network, a model was predicted
that can automatically predict the movement speed of fish under two conditions—normal
and feeding.

4. Results

In order to investigate the characteristics measured in fish, statistical analyses were
performed under two conditions of normal and feeding. First of all, the relationship
between the speed and the maximum diameter of the fish was investigated in both normal
and feeding conditions. Following this, the correlation was investigated between fish
movement speed, large and small diameter, equivalent diameter, and surface center. Finally,
classification was performed for them under normal and feeding conditions.

4.1. Statistical Analyses under Two Conditions of Normal and Feeding

In order to investigate the significant difference between the movement speed of fish,
statistical analyses were conducted between them under two conditions of normal and
feeding. The analysis of variance results were performed for the fish velocity and the
maximum diameter under both conditions: normal and feeding (Table 1). According to
the results of Table 1, there is a significant correlation between the speed of fish (under
normal and feeding conditions) and their maximum diameter (under normal and feeding
conditions) equal to 0.91 and 0.95, respectively. On the other hand, statistical analysis
with a t-test showed that there is a statistically significant difference at the 5% error level
between the speed of fish and their maximum diameter. According to Table 1, the standard
error between the movement speed of fish under two conditions of normal and feeding
was equal to 0.76, and the mean of their maximum diameter was equal to 1.3.

Table 1. Analysis of variance velocity and the maximum diameter under two conditions of normal

and feeding.
Correlation t df Std. Error
Velocity (normal) and velocity (feeding) 0.91 ** —20.71 ** 14 0.76
Dmax (normal) and Dmax (feeding) 0.95 ** —15.75 ** 14 1.3

Note(s): **, is significance of 5%.
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4.2. Correlation between Normal and Feeding Conditions for Fish

There was a significant correlation between fish movement speed as a dependent factor
and large diameter, small diameter, equivalent diameter, and surface center as independent
factors (Tables 2 and 3).

Table 2. Correlation between velocity and large diameter, small diameter, surface center, and equiva-
lent diameter in normal conditions.

Max Diameter Min Diameter Velocity Surface Center Equivalent Diameter
Max diameter 1
Min diameter 0.89 ** 1
Velocity 0.92 ** 0.84 ** 1
Surface center 0.85 ** 0.98 ** 0.82 ** 1
Equivalent diameter 0.90 ** 0.96 ** 0.85 ** 0.99 ** 1

Note(s): ** Correlation is significant at the 0.01 level (2-tailed).

Table 3. Correlation between velocity and large diameter, small diameter, surface center, and equiva-
lent diameter in feeding conditions.

Max Diameter Min Diameter Velocity Surface Center Equivalent Diameter
Max diameter 1
Min diameter 0.97 ** 1
Velocity 0.98 * 0.95 ** 1
Surface center 0.93 ** 0.98 ** 0.91 ** 1
Equivalent diameter 0.96 ** 0.97 ** 0.94 ** 0.96 ** 1

Note(s):*, ** Correlation is significant at the 0.01 and 0.05 level (2-tailed).

According to Tables 2 and 3, there is a direct and positive relationship between
fish speed (as an influencing and dependent factor) and large diameter, small diameter,
equivalent diameter, and surface center (as independent factors) in normal conditions.
This means that by increasing or decreasing these parameters, the fish speed should also
increase or decrease.

Table 3 shows the correlation between large diameter, small diameter, equivalent
diameter, and surface center in feeding conditions. According to the results, there is a
positive and direct relationship between the parameters, which means that with the increase
in each of the independent factors, the movement speed also increases.

The fitting line (according to the direct and positive correlation obtained between the
factors) between the speed and the measured diameters (large and small) was drawn under
two normal and feeding conditions in Figures 3 and 4, respectively. The R? was equal to
0.94 and 0.89 between fish speed with large and small diameters, respectively, in normal
conditions and equal to 0.92 and 0.90 in feeding conditions, respectively. Additionally, there
was a linear relationship between speed and length in normal conditions and speed and
small diameter in feeding conditions. There was also a quadratic relationship (quadratic
function) between speed and large diameter. Additionally, the speed of fish and their
maximum diameters are plotted for 15 fish to show the relationship between fish speed and
maximum diameter in Figures 5 and 6 under normal and feeding conditions, respectively.

The classifier was trained under two conditions, normal and feed according to the
correlation and high R? between the large diameter and the movement speed of the samples,
and then tested. In the stage of the classification test, 11 fish were detected under feeding
conditions (looking for food) and 18 fish under normal conditions (Figure 7). It should be
noted that the accuracy of the classification was 100% and it made the correct diagnosis
based on the training it had seen (Figure 8). According to Table 4, True Positives (TP) and
True Negatives (TN) are 100 percent; additionally, False Positives and False Negatives are 0
percent. Therefore, Precision, Recall, FDR, Freasure, and Accuracy were calculated to 100%,
100%, 0, 1, and 1%, respectively.
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Figure 3. The fitted line drawn between the velocity and the diameter of the fish under normal
conditions: (a) max diameter; (b) min diameter.
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Figure 4. The fitted line drawn between the velocity and the diameter of the fish under feeding
conditions: (a) max diameter; (b) min diameter.
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Figure 5. The relation between velocity (cm/s) and max diameter of fish under normal conditions.
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Table 4. Evaluation of the proposed diagnosis model based on Precision, sensitivity (Recall), FDR,
error (Fmeasure), and Accuracy.

True Positives True Negatives  False Positives  False Negatives
(TP) (%) (TN) (%) (FP) (%) (FN) (%)
100 100 0 0
Precision % % 100 = 100%
> TP _ 0,
Recall TpreN X 100 = 100%
FDR 7
TP+FP

F 2 (Precision x Recall) __

measure “Precision-+Recall = = 1
Accuracy LIDHTN x 100 =1

Y TP+FP+FN+TN

Figures 9 and 10 show the fitted line drawn between the prediction of movement speed
values based on the large diameter of the fish obtained by the presented system, in which
the R? is equal to 0.91 and 0.92 under two normal and feeding conditions, respectively, and
there was a second-order non-linear relationship between them.

70
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é S ¢ y = - 0.0051x2 + 0.9078x + 19.998
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=
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Figure 9. The fitted line drawn between velocity values predicted by the system and the large
diameters of the fish under normal conditions.
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Figure 10. The fitted line drawn between the velocity and the large diameter of the fish under feeding
conditions.
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4.3. Velocity Prediction Model of Fish by Using ANN under Normal Conditions

A multilayer perceptron (MLP) neural network with four inputs (Dmax, Dmin, equiv-
alent diameter, and surface center), one hidden layer, and one output (velocity of fish)
was used to predict fish speed. At first, the neural network with one to seven neurons
was tested and checked, and the mean squared error (MSE) in each neuron was recorded
(Tables 5 and 6). Therefore, due to the increase in error along with the increase in the
number of neurons, the training of the network with three neurons in a middle layer was
chosen as the best model with the least error; so, the R? and MSE were 0.94 0.98, and 0.98,
and 1.98, 0.78, and 1.4 for train, test, and validation, respectively, in normal conditions
(Table 5), and were 0.98, 0.98, and 0.98, and 0.97, 6.14, and 0.14 for train, test, and validation,
respectively, in feeding conditions (Table 6). The fitting line was drawn in three stages of
training, testing, and validation, as well as in general mode, to evaluate the neural network
between the output of the network (predicted data related to fish velocity) and real data
(measured fish velocity) (Figures 11 and 12 in normal conditions and Figures 13 and 14 in
feeding conditions).

Table 5. The results of the artificial neural network from 1 to 7 neurons in the stages of training,
testing, and validation, and presenting the MSE and R? in normal conditions.

The Number of Neurons Evaluation R MSE R?

Train 0.98 0.66 0.96

1 Test 0.99 5.29 0.98

Validation 0.99 0.72 0.98

Train 0.97 2.68 0.94

2 Test 0.99 2.84 0.98

Validation 0.89 2.55 0.79

Train 0.97 1.98 0.94

3 Test 0.99 0.78 0.98

Validation 0.99 14 0.98

Train 0.89 7.93 0.79

4 Test 0.99 0.27 0.98

Validation 0.98 3.7 0.96

Train 0.98 0.70 0.96

5 Test 0.90 14.4 0.81

Validation 0.99 0.45 0.98

Train 0.98 0.48 0.96

6 Test 0.96 7.25 0.92

Validation 0.99 13.55 0.98

Train 0.99 0.39 0.98

7 Test 0.95 4.59 0.90
Validation —0.05 2.80 0.0025

Table 6. The results of the artificial neural network from 1 to 7 neurons in the stages of training,
testing, and validation, and presenting the MSE and R2 in feeding conditions.

The Number of Neurons Evaluation R-Validation MSE R2?
Train 0.97 15.04 0.94
1 Test 0.98 18.47 0.96
Validation 0.99 2.52 0.98
Train 0.97 2.83 0.94
2 Test 0.98 10.97 0.96
Validation 0 86.19 0
Train 0.99 0.97 0.98
3 Test 0.99 6.14 0.98

Validation 0.99 0.14 0.98
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Table 6. Cont.
The Number of Neurons Evaluation R-Validation MSE R2
Train 0.82 38.32 0.67
Test 0.98 10.53 0.96
Validation 0.99 1 0.98
Train 0.72 23.03 0.51
Test 0.98 7.69 0.96
Validation 0.99 21.09 0.98
Train 0.63 45.81 0.39
Test 0.98 54.28 0.96
Validation 0.99 4.30 0.98
Train 0.99 0.69 0.98
Test 0.99 5.43 0.98
Validation 0.98 127.41 0.96
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Figure 11. The fitting line between the real velocity of fish and the predicted velocity using an
ANN in train, test and validation steps in normal conditions; (a) Training level (b) Test level
(c) Validation level.
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Figure 12. The fitting line between the real velocity of fish and the predicted velocity using an ANN
in normal conditions.
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Figure 13. The fitting line between the real velocity of fish and the predicted velocity using an
ANN in train, test, and validation steps in feeding conditions; (a) Training level (b) Test level
(c) Validation level.
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Figure 14. The fitting line between the real velocity of fish and the predicted velocity using an ANN
in feeding conditions.

In Figure 11, the fitting line drawn is shown by the artificial neural network software
between the real measured data and the predicted data in three stages of training, testing,
and validation. According to the figure, the R? in these three stages is equal to 0.97, 0.99,
and 0.99, respectively. Therefore, Figure 12 shows the drawn fitting line between the
actual measured speed and the predicted speed (using artificial neural network software).
According to the figure, the R? is equal to an acceptable value (0.95), which reports the high
validity of the model predicted by the ANN. In the same way, the fitting line was drawn for
the three stages of training, test, and validation in feeding conditions (Figure 13), where the
R? was equal to 0.99, 0.99, and 0.99, respectively. Additionally, the fitting line between the
measured speed and the predicted speed using an ANN was drawn in Figure 14, which
reports an acceptable validity for this model with a high R? factor (R? = 0.94).

4.4. Discussion

In this research, after the stage of tagging and identifying fish using YOLOv2 and
classifying the images in two conditions of normal and feeding, a fitting line was drawn
between the speed of movement of the fish and their body length in two conditions
of normal and feeding. The R? was equal to 0.91 and 0.92 under normal and feeding
conditions, respectively. Additionally, the Precision and Accuracy were equal to 100%
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and 1%, respectively. In the study in [44], they used YOLO to classify objects and fish
underwater and reported that this program shows a very good performance in classifying
video images taken from the underwater environment. Additionally, [45] used YOLOv2
to facilitate the determination of fish freshness level (good quality, medium quality, low
quality). The detection of fish freshness level for three species of fish was successfully
performed, and the average Accuracy was 72.9%, the average Recall was 57.5%, and the
Accuracy was 57.5%.

According to the results presented in this research and in accordance with the results
of [5,35,41,46], machine vision systems or image processing methods were successfully used
to investigate and distinguish fish. The application of the machine vision system and the
presented classification algorithm showed high accuracy in the correct identification and
separation of fish according to the speed and diameter of the fish. Additionally, according
to the results of [40], the k-mean segmentation algorithm was stable and accurate and had
high accuracy. To automatically detect fish in the water model, a multilayer perceptron
artificial neural network with three neurons was investigated and proposed based on their
maximum body diameter. According to the results, R? was 0.97, 0.99, and 0.99 in the
stages of training, testing, and validation, and an acceptable validity for the artificial neural
network model was calculated with a high R? coefficient (0.94) between the measured
speed and the predicted speed.

Ref. [47] used machine vision and a new hybrid deep neural network model and
proposed an automatic fish population counting method to estimate the number of Atlantic
salmon, which reported an estimation accuracy of 95.06%. Ref. [48] used a region-based
convolution artificial neural network to detect the free movement of fish underwater
without restrictions, and the detection accuracy was 87.44% and 80.02% in the data set,
respectively. Ref. [49] used artificial neural networks (ANNSs) and support vector machines
(SVMs) for classification to evaluate the freshness of rainbow salmon. According to the
results, an ANN performed better than an SVM, so the overall classification accuracy for
eye and gill color features was 84% and 96%, respectively.

However, it is suggested for future work to provide a system by imaging the pool and
underwater from above to ensure economic improvement, and simultaneously measure
the water and temperature parameters of the fish breeding area, as well as the growth
process of the physical characteristics of the fish, such as length, color, diameter, and speed
of movement. Additionally, the feeding can be performed automatically according to
the examination of the characteristics of the fish, the quality of the pool water, and the
conditions of the fish’s living environment, because the conditions in which the larval
stages are kept have a strong influence on the growth of adult insects and thus on the
quality of the final product.

5. Conclusions

The speed of movement of the fish (in response to feeding), their growth process,
and other morphological characteristics are among the important factors in the health of
aquaculture and also the increase in economic profit; therefore, the online and continuous
monitoring of these aquatic creatures is very important in all stages of growth.

The results of the research show that the online system programmed by the artificial
neural network has high efficiency and predictability for fish in both normal and feeding
conditions with the least error of 1.4 and 0.14, respectively, and the highest R was 0.95 and
0.94, respectively, which was used with the simplest equipment, including a camera and
a laptop.

This system was able to check and monitor the velocity and morphological characteris-
tics of fishes online under both feeding and normal conditions so that if unstable conditions
are detected for each of the aquatic animals, the necessary investigation can be carried out
to avoid the economic damage caused by it.

In future work, we will evaluate the performance of the proposed system in additional
datasets, including newly generated datasets and existing well-known datasets. This will
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allow us to compare our results for different species and with different growth conditions to
adapt our proposal to a changing scenario similar to the real application cases. Parameters
such as natural or artificial illumination, different water conditions, and the possible effect
of meteorological phenomena will be included to evaluate their effect on the performance
of the proposed system.
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