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Abstract

:

The extreme shallow-water waves during a tropical cyclone are often simplified to solitary waves. Considering the lack of simulation tools to effectively and efficiently forecast wave forces on coastal box-girder bridges during tropical cyclones, this study investigates the impacts of solitary waves on box girders and accordingly develops a fast prediction model for solitary wave forces. Computational fluid dynamics (CFD) simulations are used to simulate the hydrodynamic forces on the bridge deck. A total of 368 cases are calculated for the parametric study by varying the submergence coefficients (Cs), relative wave heights (H/h) and deck aspect ratios (W/h). With the CFD simulation results as the training datasets, an artificial neural network (ANN) is trained utilizing the back-propagation algorithm. The maximum wave forces first increase and then decrease with the Cs, while they monotonically increase with H/h. For relatively large H/h and small Cs values, the relationship between the maximum wave forces and W/h presents strong nonlinearities. The observed correlation coefficients between the ANN predictions and the CFD results for the vertical and horizontal wave forces are 98.6% and 98.1%, respectively. The trained ANN-based model shows good prediction accuracy and could be used as an efficient model for the tropical cyclone risk analysis of coastal bridges.
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1. Introduction


Severe storm surges and waves can be generated by a high-speed wind blowing across the surface of the ocean over a long period of time during a tropical cyclone [1,2,3]. Among various types of coastal infrastructure, low-clearance bridges (with box girders) can be vulnerable to high waves. While the water-level and wave-height rise caused by a tropical cyclone can be significant [1,4,5,6], the clearance level of non-navigable coastal bridges is relatively low [7,8]. However, many existing low-clearance coastal box-girder bridges were designed without considering the loads from surges and waves, posing a serious threat to the safety of the bridge superstructure. Coastal bridges play a crucial role in the transportation infrastructure network in terms of both during-a disaster response and post-disaster recovery. To help stakeholders make informed decisions, it is of critical importance to develop an effective and efficient approach to evaluating wave-induced hydrodynamic loads on coastal bridges.



After Hurricanes Ivan and Katrina causing damage to many coastal bridges in the US [9,10,11], numerous researchers began to investigate the wave forces of coastal bridges [12,13,14,15,16,17,18,19,20,21]. The accurate evaluation and efficient prediction of wave forces on coastal bridges have significant applications, such as in structural design and optimization, load mitigation measures, and the emergency response to tropical cyclone hazards. Douglass et al. [22] developed an empirical method for computing wave loads on bridge superstructures. Based on the Douglass formula, McPherson [23] considered the increase in the wave forces of the bridge caused by the entrapped air. In addition, Kulicki and Mertz [24] considered the effects of wave height, wave period, wavelength and bridge type on wave forces. Furthermore, several researchers focused on solitary waves and developed formulas for determining the wave forces on bridge superstructures [25,26,27,28,29]. In general, the wave forces on the bridge decks are related to the still water level, wave type, wave height, wave period, and size of the structure. In addition, the coupling effects of waves and structures present significant nonlinearities [30,31,32,33,34,35,36]. Hence, the simulation accuracy of wave forces based on the existing empirical or semi-empirical formulas needs to be further improved. While the numerical simulations using computational fluid dynamics (CFD) and experimental testing in a wave tank can be considered as two reliable tools to investigate the wave forces on coastal bridges, they are very time-consuming and expensive, which is not suitable for risk-informed decision-making involving the simulation of many different scenarios. Hence, it is beneficial to develop a surrogate model with high prediction efficiency.



Artificial neural networks (ANNs) have been widely used as surrogate models in many disciplines [37,38,39]. Once trained, the feedforward operations in ANNs are very efficient at making predictions. In ocean engineering, ANNs have been applied to forecast wave forces on different structures [40,41,42]; however, few studies have examined the application of ANNs in the prediction of wave forces on coastal bridges. Xu et al. [43] considered the still water level (SWL), bottom elevation of the girder/superstructure, and wave height as the inputs to the ANN model for wave force predictions. The accuracy of their ANN model is measured by the root mean squared error (RMSE) and the correlation coefficient (R). The values of RMSE/   F  V _ m e a n     and RMSE/   F  H _ m e a n     were 4.05% and 6.28%, where    F  V _ m e a n     and    F  H _ m e a n     represent the mean values of the maximum vertical and horizontal forces, respectively. The correction coefficients between their ANN prediction and the CFD data for the vertical and horizontal forces were 0.99 and 0.995, respectively. The R values closer to 1 and smaller RMSE values represent a better predictive performance of the ANN model. Based on data from 3D CFD simulations, taking water depth, wave height, clearance, wave velocity, wave period, wavelength, and wave steepness as inputs, Zhu et al. [21] obtained an ANN model that predicts wave forces. Furthermore, Xu et al. [44] developed a novel ensemble model for the prediction of wave forces on coastal bridge decks. Jia et al. [45] also found that the ANN model presented a good performance in predicting wave forces in the longitudinal direction. It is noted that all these studies were limited to a specific bridge deck and hence did not account for the effect of different bridge geometries on wave forces.



Since the height of waves continues to increase with a shape similar to that of solitary waves as the extreme waves travel into the shallow water [2], the solitary wave is often used to analyze the impacts on the coastal infrastructure from near-shore waves [46,47]. Considering the lack of simulation tools to accurately and efficiently predict the wave forces on box girders (with different configurations and loading conditions), this study aims to develop an efficient reduced-order model for the assessment of wave forces on typical coastal low-clearance box-girder bridges. Specifically, the maximum wave forces on the box girders with various girder widths, wave heights, and submersion coefficients are first determined through the CFD simulations. The effects of the water depth, wave height, and deck width on the maximum wave force are investigated. Then, an ANN is developed as the surrogate model using the CFD datasets. The comparison of ANN predictions and CFD simulations suggests that the developed surrogate model can accurately predict the wave forces with high efficiency.




2. Numerical Model and Validation


Figure 1 shows the schematic diagram for the two-dimensional computational domain (180 m in length by 20 m in height), where SWL is the still water level that separates the regions of the air and water at the initial condition, H is the solitary wave height, and d is the still water depth. For the boundary conditions, AC is set as the velocity inlet, AB and BD are, respectively, set as the pressure inlet and outlet, and CD is set as the no-slip stationary wall condition.



2.1. Governing Equations


In the computational domain, the incompressible water is assumed to satisfy the Reynolds-averaged Navier–Stokes (RANS) equations. For two-dimensional simulations, the mass and momentum conservation equations for the fluid are, accordingly, as follows:


    ∂  (     u ¯   i   )    ∂  x i    = 0  



(1)






  ρ   ∂    u ¯   i    ∂ t   + ρ ∂    u ¯   j    ∂    u ¯   i    ∂  x j    = −   ∂  p ¯    ∂  x i    + μ    ∂ 2     u ¯   i    ∂  x i  ∂  x j    −   ∂ ρ    u i ′   u j ′   ¯    ∂  x j     



(2)




where      u ¯   i    and      u ¯   j    are the average velocities in the i and j directions, respectively;    u i ′    and    u j ′    are the fluctuation velocities along the i and j directions, respectively;    x i    and    x j    are the coordinate axes along the i and j directions, respectively;    p ¯    is the average pressure;  ρ  is the density of fluid;  μ  is the viscosity of fluid; and t is the time. To determine the dynamic free surface for a two-phase flow issue, the volume of fluid (VOF) method is used [48].



In this study, the commercial CFD software Fluent 2020R2 is employed to simulate solitary wave–bridge deck interactions. The spatial domain is discretized utilizing the finite volume method (FVM) and the turbulence is modelled using the shear-stress transport (SST) k-ω scheme, where k is the turbulence kinetic energy and ω is the specific dissipation. The nondimensional wall-coordinate y+ is smaller than 5 to obtain the reliable pressure and velocity fields in the near-wall regions. The Pressure-Implicit with Splitting of Operators (PISO) scheme is used for the pressure–velocity coupling, and the PRESTO! scheme is selected for the pressure spatial discretization. The least squares cell-based scheme is employed for gradient discretization, the second-order upwind scheme for momentum advection terms, the compressive scheme for volume fraction equations, and the second-order implicit scheme for transient formulation.




2.2. Solitary Wave Generation and Elimination


The key to velocity inlet wave generation is to simulate the velocity field and wave surface at the inlet boundary. When the waves travel to shallow-water regions, they are distorted by changes in water depth with amplified nonlinearity. Noting that the shape of the solitary wave is similar to the shallow water wave, the solitary wave is often used to analyze the shallow-water wave for the sake of simplicity. The solitary wave equations used by Chen et al. [49] can be expressed as follows:


  η = H    sech   2   [      3 H   4  d 3       (  x − c t  )   ]   



(3)






  u =   g d    H d  s e c  h 2   [      3 H   4  d 3       (  x − c t  )   ]   



(4)






  v =   3 g d      (   H d   )    1.5    z d  s e c  h 2   [      3 H   4  d 3       (  x − c t  )   ]  tanh  [      3 H   4  d 3       (  x − c t  )   ]   



(5)






  c =   g d      [  1 +  H d   (  − 1 + 2  )   ]     1 2    =   g  (  d + H  )     



(6)




where    η    is the distance from the wave surface to the still water level;   c    is the wave celerity;    H    is the wave height;    d    is the still water level (SWL); and    g    is the acceleration of gravity. To generate the solitary waves, a User Define Function (UDF) composed of Equations (3)–(6) at x = 0 (boundary conditions of the inlet) is programmed in Fluent 2020R2 based on the target water depth and wave height. The solitary waves will be accordingly generated in the numerical wave flume by solving the governing equations. To prevent the waves from reflecting back to affect the incident waves, a wave elimination zone is set before the exit boundary of the numerical water tank with an artificial damping source added to the momentum equations. The artificial damping is linearly proportional to the water velocity, with a damping coefficient defined as [50]:


  δ  ( x )  = β   x −  x 1     L s     



(7)




where    L s     is the length of the wave elimination zone with    L s  =  x 1  −  x 2   ;     x  1      and     x  2      are the start and end coordinates of the wave elimination zone; and    x 1  ≤ x ≤  x 2   ;    β    is an empirical parameter.




2.3. Validation of Numerical Wave Flume


With an appropriate inlet velocity and wave elimination, the two-dimensional numerical wave tank with a length of 180 m and a height of 20 m is established and the solitary waves can be generated accordingly. Wave gauges are positioned at 0 m, 45 m, 90 m, and 135 m to measure the fluctuations of the wave surface. The comparison between the numerical and theoretical solutions is shown in Figure 2, and the corresponding errors between the wave heights at 45 m, 90 m, and 135 m are presented in Table 1. It is clear that the numerical simulations are close to the theoretical solutions, which verifies the accuracy of the numerical wave flume.




2.4. Validation of Numerical Wave Force


The validation of the numerical wave flume simply suggests that the CFD model can generate solitary waves with sufficient accuracy. To further prove that the CFD model can accurately simulate hydrodynamic loads on the structures, it is also desirable to compare the numerically obtained wave forces with those obtained from experiments. The experiments conducted by Seiffert et al. [51] are used here for the purpose of hydrodynamics validation. The dimensions of the plate used in Seiffert et al. [51] are 30.48 cm in width and 1.27 cm in height. The depth of the water is 8.60 cm, the solitary wave height is 2.47 cm, and the submergence depth is 1.72 cm (measured from the level of the still water to the top of the plate). In the experiment conducted by Seiffert et al. [52], the dimensions of the T-type girder are 30.48 cm in width and 5.08 cm in height. The water depth is 7.1 cm, the solitary wave height is 3.55 cm, and the model elevation is 3.905 cm (measured from the still water level to the bottom of the bridge deck). Figure 3 and Figure 4 depict the comparison results between the wave forces obtained using the current CFD model and the experiments of Seiffert et al. [51,52]. As presented in Figure 3 and Figure 4, the CFD simulation results are close to the experimental data. Due to the use of RANS equations, the numerical results may not capture the high-frequency fluctuations in the wave forces well, which is not of significance in the static response analysis of bridge deck under wave forces. Furthermore, the good agreements suggest that the CFD model can accommodate various structural types (e.g., plate or T-type deck) and submerged conditions (e.g., structures underwater or above water). Therefore, the developed CFD model can be reliably used to accurately estimate the wave forces on various bridge decks.





3. Numerical Results and Parametric Study


The prototype deck in this study originates from a typical coastal bridge, as shown in Figure 5. The structure has a width of 15 m, a girder height of 2.1 m, a girder width of 7 m, and a deck thickness of 0.6 m. The computational domain is divided into three regions, from left to right: the near inlet zone, the near deck zone, and the near outlet zone. Figure 6 presents a schematic representation of the mesh zones within the computational domain. To ensure the accuracy of the adopted mesh system, a mesh independency study is performed by refining the mesh size until no major changes in the simulation results are noted. The mesh size for the near inlet zone, near deck zone, and near outlet zone are set to 0.5 m, 0.05 m, and 0.5 m, respectively. In addition, mesh sizes of 0.35 m, 0.05 m, and 0.3 m are employed for the air zone, wave surface zone, and deep-water zone, respectively. Near the wall boundaries, a smaller mesh set is used to ensure all y+ values are less than 5. In addition, the time discretization method is adaptive so that the courant number is always smaller than 0.25.



The interaction between the wave and the box girder is a complicated nonlinear process. The vertical force Fv and horizontal force Fh on the bridge deck are the functions of the wave and bridge characteristics [53]:


   F i  = f  (  W ,  L d  , h ,  d r  ,  Z c  ,  Z  e l e   , d , H , c , g , ρ , α , μ  )   



(8)




where the subscript i denotes v or h; the bridge deck width     ( W )   , deck length (   L d   ), deck height     ( h )   , rail height     (   d r   )   , deck clearance     (   Z c   )  ,   and bottom elevation of the bridge superstructure     (   Z  e l e    )    are the bridge parameters; the wave parameters are the wave height     ( H )   , wave celerity     ( c )   , angle of incidence to the structure     ( α )   , water depth     ( d )   , water density     ( ρ )   , and dynamic viscosity     ( μ )   .



In this study, the rail height     (   d r   )     is ignored for the sake of simplicity and the deck length (   L d   ) can be treated as unity for two-dimensional scenarios. Both the water density     ( ρ )     and the dynamic viscosity     ( μ )     are constant. In addition, the deck height     ( h )     of the model is 2.7 m, the bottom elevation of the bridge superstructure     (   Z  e l e    )     is 6 m, and the angle of incidence to the structure     ( α )    is 90 degrees. The deck clearance     (   Z c   )     can be calculated by     Z  e l e      and the water depth     ( d )   . The wave celerity     ( C )    is related to the wave height     ( H )   . As a result, the vertical force, Fv, and horizontal force, Fh, on the bridge deck are investigated by highlighting the influence of the parameters d, H, and W on the solitary wave forces.



3.1. Solitary Wave Force on Bridge Deck


Figure 7 presents a typical time history of numerically obtained vertical wave forces acting on the box girder. The submergence coefficient CS is defined as the submergence depths    (   Z ∗  = d −  Z  e l e    )    divided by the deck height (h), where CS = 0 and CS = 1 respectively indicating that the SWL is equal to the bottom of the girder and the top of the deck. The simulation results suggest that the solitary wave forces consist of two components, namely a slamming force and a quasi-static force. In Figure 7, t1 and t2 represent the time instants of maximum slamming force and quasi-static force, respectively. The box girder is subject to a slamming force several times greater than the maximum quasi-static force due to the existence of the flat plate, and the short-duration slamming force occurs slightly before the peak of the quasi-static force. In addition to the uplift wave force, it is noted that the box girder may suffer from a significant downward wave force.




3.2. Parametric Study on Wave Force


The effects of the water depth (d) on the maximum wave forces are investigated in terms of the submergence coefficient (CS). As shown in Figure 8, both the maximum vertical and horizontal wave forces converge around CS = 0.8. While there is always a significant increase in the vertical wave forces until they reach their peak values, a similar phenomenon is not observed for the horizontal wave forces with relatively small W/h and/or H/h values (e.g., W/h = 4.074 and/or H/h = 0.556). For H/h = 0.556 and H/h = 0.741, the peak value of maximum vertical wave forces is achieved at approximately CS = 0.35. For H/h = 0.926 and H/h = 1.111, the peak value of maximum vertical wave forces is achieved at approximately CS = 0.2.



The effects of the wave height (H) on the maximum wave forces are investigated in terms of the relative wave height (H/h). As shown in Figure 9, both the maximum vertical and horizontal wave forces monotonically increase with respect to the relative wave height. The relationship between the maximum wave forces and relative wave heights presents high nonlinearities for small Cs. On the other hand, the maximum wave force increases relative to the wave height following an approximately linear relationship for large Cs (e.g., Cs = 1).



The effects of the deck width (W) on the maximum wave forces are investigated in terms of the deck aspect ratio (W/h). As shown in Figure 10, both the maximum vertical and horizontal wave forces linearly increase with W/h for relatively small H/h and/or large Cs values (e.g., H/h = 0.37 and/or Cs = 1). For the relatively small values of Cs, however, the relationship between the maximum wave forces and deck aspect ratios presents strong nonlinearities at relatively large values of H/h.





4. Artificial Neural Network for Fast Prediction of Wave Force


The artificial neural network (ANN), inspired by the biological neural network in human brains, can conduct mathematical operations to predict output with given input through connected layers of artificial neurons. There are three types of layers in a typical ANN, namely the input layer, hidden layers, and the output layer. The adjacent layers are connected with weights and biases. Through training from prepared datasets, the ANN learns the appropriate weights and biases to minimize the difference between the prediction and the ground truth (from the training data), which has shown great potential for complicated nonlinear problems. In this study, the ANN is used to rapidly predict the maximum wave forces on bridge decks with various submergence coefficients, relative wave heights, and deck aspect ratios.



4.1. Datasets


A total of 368 CFD simulations, with various inputs of submergence coefficients, relative wave heights and deck aspect ratios, are performed to generate the corresponding outputs of maximum wave forces on the bridge decks. The obtained comprehensive datasets can be used to train an ANN. Table 2 lists the upper and lower bounds of inputs and outputs for these 368 cases. For the sake of clarity, all the maximum wave forces in the datasets are shown in Figure 11 as a function of submersion coefficient, relative wave height or deck aspect ratio.




4.2. Training Process


The process for training an ANN is schematically shown in Figure 12. A batch of training data is fed to the network at the input layer, in which Cs, H/h, and W/h refer to the submersion coefficient, relative wave height, and deck aspect ratio, respectively. The summation sign (∑) denotes     C s  ⋅  W  1 i    ( I )    +  (  W / h  )  ⋅  W  2 i    ( I )    +  (  H / h  )  ⋅  W  3 i    ( I )     , where    W  1 i    ( I )     ,    W  2 i    ( I )     , and    W  3 i    ( I )      are the weights from the input layer neurons to the ith neurons in the first hidden layer, and bi is the bias for the ith neurons in the first hidden layer. This summation will go through a nonlinear active function and obtain an “activated” value of    h i 1    as the input for the next hidden layer. This feedforward procedure will repeat until the Mth layer (where M is the total hidden layer number) and obtain the prediction of the output F (i.e., the maximum wave forces Fv or Fh).



The loss function at the output neuron is defined as:


  L o s s =  1 2    ∑   k = 1  K     (   T k  −  O k   )   2   



(9)




where K is the total number of data points in the datasets and    T k    and     O  k       denote the target and output values, respectively. The loss function (capturing the differences between the prediction and the ground truth) evaluates the predicting accuracy of the ANN model. The backpropagation algorithm is used to dynamically update the weights of the connections between two adjacent layers using the gradient descent method to minimize the loss function [43]. This iteration will continue until the ANN achieves the expected performance.



Two ANNs using the Adam optimizer with a batch size of 30 are built for the simulation of maximum vertical and horizontal wave forces, respectively, and the corresponding hyperparameters are fine-tuned based on trial and error. Specifically, the number of hidden layers is 3 in the ANN for vertical wave force simulations, and the numbers of neurons in the first, second, and third hidden layers are 88, 40, and 10, respectively. On the other hand, the number of hidden layers is also 3 in the ANN for horizontal wave force simulations, and the numbers of neurons in the first, second, and third hidden layers are 190, 40, and 10, respectively. For both ANNs, the activation function of the first and second hidden layers is Tanh while that of the third hidden layer is ReLU.




4.3. Prediction Accuracy


Using the abovementioned network architectures, the loss function values for the training dataset (80 percent of the total data points) is depicted in Figure 13, where the full dataset iterates over 4000 epochs. Once the ANN is well trained, it can be used to rapidly predict the maximum wave forces on the bridge decks. The correlation coefficient ® is used to evaluate the model performance, defined as follows:


  R =     ∑   k = 1  K   (   T k  −  T ¯   )   (   O k  −  O ¯   )      ∑   k = 1  K     (   T k  −  T ¯   )   2    ∑   k = 1  K     (   O k  −  O ¯   )   2     



(10)




where the overbar denotes the mean value. The proximity of R to 1.0 indicates good prediction accuracy. For the testing dataset (20 percent of the total data points), Figure 14 compares the ANN predictions with the CFD simulations for all input combinations of Cs, H/h, and W/h. The observed correlation coefficient (R) between the prediction and ground truth for the vertical and horizontal wave forces are 98.6% and 98.1%, respectively. The comparisons between the ANN predictions and the CFD simulations for selected Cs, H/h, and W/h values are shown in Figure 15. These comparison results suggest that the proposed ANN-based surrogate model can accurately capture both vertical and horizontal wave forces on various bridge decks.





5. Conclusions and Future Directions


This study first developed CFD simulations of tropical cyclone-induced wave forces on the decks of coastal box-girder bridges. In the case where the wave crest struck the box girder or flange plate, both the slamming wave force and quasi-static wave force were observed in the vertical (uplift) direction. The CFD simulations were then used to train an ANN-based surrogate model in the fast prediction of maximum wave forces. The main conclusions are as follows:




	(1)

	
Both the maximum vertical and horizontal wave forces first increased and then decreased with the submersion coefficient Cs, and finally converged around Cs = 0.8. The peak values of maximum vertical wave forces were achieved in the range of Cs equal to 0.2–0.35, depending on the relative wave height (H/h) and the deck aspect ratio (W/h). For the maximum positive horizontal wave forces, the peak values were obtained in the range of Cs equal to 0–0.2.




	(2)

	
Both the maximum vertical and horizontal wave forces monotonically increased with respect to H/h. The relationship between the maximum wave forces and relative wave heights presented strong nonlinearities for small Cs. On the other hand, the maximum wave force increased with H/h following an approximately linear relationship for large Cs. Both the maximum vertical and horizontal wave forces linearly increased with W/h for relatively small H/h and large Cs values. For relatively large H/h and small Cs values, however, the relationship between the maximum wave forces and deck aspect ratios presented strong nonlinearities.




	(3)

	
The ANN model efficiently and accurately predicted wave forces on bridge decks for various Cs, H/h, and W/h values.









It is noted that the solitary wave–bridge deck interactions are extremely complex and highly nonlinear. In addition to the deck aspect ratio, relative wave height and submersion coefficient, other parameters, such as the inclination angle of the box girder web, corner point height, and girder height need further examination. Furthermore, the hydrodynamic forces induced by more realistic surface waves (e.g., irregular waves and broken waves) should be investigated in future studies. The destructive power of tropical cyclones is not limited to a single direction, and hence bridge performance under various wave propagation directions also requires further investigation.
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Nomenclature








	    C s    
	Submergence coefficients



	  H  
	Wave height



	  h  
	Height of bridge deck



	  W  
	Width of bridge deck



	   H / h   
	Relative wave height



	   W / h   
	Deck aspect ratio



	   RMSE   
	Root mean squared error



	    F  V _ m e a n     
	Mean values for the maximum vertical wave force



	    F  H _ m e a n     
	Mean values for the maximum horizontal wave force



	  d  
	Still water depth



	      u ¯   i    
	Average velocity in the i direction



	      u ¯   j    
	Average velocity in the j direction



	    u i ′    
	Fluctuation velocity along the i direction



	    u j ′    
	Fluctuation velocity along the j direction



	    x i    
	Coordinate axis along the i direction



	    x j    
	Coordinate axis along the j direction



	    p ¯    
	Average pressure



	  ρ  
	Density of fluid



	  μ  
	Viscosity of fluid



	  t  
	Time



	  k  
	Turbulence kinetic energy



	  ω  
	Dissipation



	y+
	Nondimensional wall-coordinate



	  η  
	Distance from the wave surface to the still water level



	  c  
	Wave celerity



	  x  
	Axis of horizontal direction



	  z  
	Axis of vertical direction



	  g  
	Gravity acceleration



	   δ  ( x )    
	Damping coefficient



	    L s    
	Length of the wave elimination zone



	    x  1       
	Start coordinates of the wave elimination zone



	    x  2       
	End coordinates of the wave elimination zone



	  β  
	Empirical parameter of the damping coefficient



	    F v    
	Maximum vertical wave force



	    F h    
	Maximum horizontal wave force



	    L d    
	Deck length



	    d r    
	Height of rail



	    Z c    
	Clearance of bridge deck



	    Z  e l e     
	Bottom elevation of the bridge superstructure



	  α  
	Angle of incidence to the structure



	    Z ∗    
	Submergence depths



	t1
	Time of maximum slamming force



	t2
	Time of maximum quasi-static force



	t3
	Time of maximum downward force



	    W  1 i    ( I )    ,    W  2 i    ( I )    ,    W  3 i    ( I )      
	Weights from the input layer neurons to the ith neurons in the first hidden layer



	bi
	Bias for the ith neurons in the first hidden layer



	    h i 1    
	The “activated” value of the ith neurons in the first hidden layer



	
	Target value



	    O  k       
	Output value



	  R  
	Correlation coefficient



	   T ¯   
	Mean of the target value



	   O ¯   
	Mean of the output value
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Figure 1. Computational domain and boundary conditions. 
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Figure 2. Free surface profiles for solitary waves at various locations: (a) 0 m; (b) 45 m; (c) 90 m; (d) 135 m. 
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Figure 3. Comparisons of wave forces by CFD model and Seiffert et al. [51]: (a) vertical wave forces; (b) horizontal wave forces. 
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Figure 4. Comparisons of wave forces by the CFD model and Seiffert et al. [52]: (a) vertical wave forces; (b) horizontal wave forces. 
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Figure 5. Geometric dimensions of the bridge deck (unit: cm). 
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Figure 6. Mesh zones within computational domain. 
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Figure 7. Vertical wave force on the bridge deck with Cs = −0.185, H = 1.5 m, and W = 15 m: (a) wave force time history; (b) snapshot of the wave–deck interaction. 
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Figure 8. The relationship between the maximum wave force and submergence coefficient: (a) vertical wave force for W/h = 4.074; (b) horizontal wave force for W/h = 4.074; (c) vertical wave force for W/h = 4.815; (d) horizontal wave force for W/h = 4.815; (e) vertical wave force for W/h = 5.556; (f) horizontal wave force for W/h = 5.556. 
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Figure 9. The relationship between the maximum wave force and relative wave height: (a) vertical wave force for Cs = 0; (b) horizontal wave force for Cs = 0; (c) vertical wave force for Cs = 0.5; (d) horizontal wave force for Cs = 0.5; (e) vertical wave force for Cs = 1; (f) horizontal wave force for Cs = 1. 
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Figure 10. The relationship between the maximum wave force and deck aspect ratio: (a) vertical wave force for Cs = 0; (b) horizontal wave force for Cs = 0; (c) vertical wave force for Cs = 0.5; (d) horizontal wave force for Cs = 0.5; (e) vertical wave force for Cs = 1; (f) horizontal wave force for Cs = 1. 
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Figure 11. The maximum wave forces in datasets: (a) vertical wave forces resulting from various submersion coefficients; (b) horizontal wave forces resulting from various submersion coefficients; (c) vertical wave forces resulting from various relative wave heights; (d) horizontal wave forces resulting from various relative wave heights; (e) vertical wave forces resulting from various deck aspect ratios; (f) horizontal wave forces resulting from various deck aspect ratios. 
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Figure 12. ANN training process. 
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Figure 13. Training process: (a) vertical force; (b) horizontal force. 
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Figure 14. Correlation coefficient: (a) vertical wave force; (b) horizontal wave force. 
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Figure 15. The comparison between ANN predictions and CFD simulations: (a) vertical wave force for W/h = 5.556 and H/h = 0.556; (b) vertical wave force for W/h = 5.556 and H/h = 0.741; (c) vertical wave force for W/h = 5.556 and H/h = 0.926; (d) vertical wave force for W/h = 5.556 and H/h = 1.111; (e) horizontal wave force for W/h = 5.556 and H/h = 0.556; (f) horizontal wave force for W/h = 5.556 and H/h = 0.741; (g) horizontal wave force for W/h = 5.556 and H/h = 0.926; (h) horizontal wave force for W/h = 5.556 and H/h = 1.111. 
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Table 1. The errors between theoretical and numerical wave heights with 5 m water depth.
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	Location
	Numerical Wave Height
	Theoretical Wave Height
	Error





	45 m
	2.528 m
	2.5 m
	1.12%



	90 m
	2.502 m
	2.5 m
	0.08%



	135 m
	2.477 m
	2.5 m
	0.92%
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Table 2. Input and output range in the datasets.
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	Parameter
	Minimum
	Maximum





	Submersion coefficient
	−0.370
	1.111



	Relative wave height
	0.370
	1.111



	Aspect ratio
	4.074
	6.296



	Vertical force
	9.200 kN/m
	1643.2 kN/m



	Horizontal force
	1.720 kN/m
	654.77 kN/m
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