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Abstract

:

The quantitative precipitation estimation by weather radar plays an important role in observations and forecasts of meteorological processes. The National Minute Quantitative Precipitation Forecast system of China (MQPF), providing location-based refined short-term and imminent precipitation forecasting services, filled the gap in the official minute precipitation service products in China’s meteorological field. However, due to the technical limitations of radar itself and the complexity of the atmosphere, the corresponding relationship between radar echoes and surface precipitation is unstable. Based on radar and precipitation data from meteorological stations, a rolling real-time correction method is proposed to improve precipitation prediction accuracy through rolling correction of spatial and temporal structural errors in MQPF products. The results show the following: (1) Although this method may lead to a certain increase in the missing ratio, the significant improvement in the false alarm ratio after rolling correction has a positive guiding effect on short-term public meteorological services. (2) Regarding the time to complete rolling correction, the longest and shortest times appear in April and December, respectively. The mean running time to achieve correction of spatial and temporal error corrections ranges from 3.8 s to 6.4 s and 7.7 s to 11.5 s, respectively, which fully meets the real-time operational requirements of radar business.
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1. Introduction


Precipitation, as an extremely complex weather phenomenon, although it is a key process in the water cycle and has a significant impact on meteorological and hydrological processes, its uncertainty makes precise precipitation prediction a world challenge. Although remote sensing technology is also an effective method [1,2,3], quantitative precipitation estimation (QPE) by weather radar is important in hydrometeorological observations and forecasts due to a known direct relationship between radar reflectivity and rain rate [4,5,6,7]. The most important radar precipitation forecasting system in the world is the MRMS (Multi Radar Multi Sensor system) of the United States [8]. Ware [9] obtained a more accurate QPE by correcting the local station deviation of MRMS radar QPE. The local station deviation correction method includes three steps: (1) the radar station calculates the hourly radar station deviation, (2) interpolates the deviation to the MRMS grid through the inverse range weighted average scheme, and (3) subtracts the interpolated deviation from the hourly radar QPE field. Through cross-validation, the selection of on-line index x can minimize the interpolation error of radar local differences in specific fields every hour. MRMS divides the U.S. land into multiple subdomains, and performs cross-verification and local site correction of radar QPE on each subdomain. Then, the corrected radar QPE from all subdomains is combined at a given time to generate the final U.S. land QPE product.



In China, the main radar precipitation forecasting operational systems include the Severe Weather Automatic Nowcast System (SWAN) developed by the National Meteorological Center of China and the Rainfall Analysis and Prediction Integrated Data Processing System (RAPIDS) developed by the Hong Kong Observatory [10]. In addition to RAPIDS and SWAN, there is also a system that provides location-based refined short-term and imminent precipitation forecasting services, the National Minute quantitative precipitation forecast system of China (MQPF, http://www.weather.com.cn/live/, accessed on 1 May 2023). The MQPF filled the gap of the official minute precipitation service products in China’s meteorological field in 2015. Based on the real-time weather radar data and ground minute precipitation observation data of China, MQPF uses the method combined with optical flow extrapolation and machine learning algorithms to establish the relationship between minute precipitation observation and radar echo by extrapolating the echo every 5 min in the next 2 h. Then, the processing system of MQPF can be quickly established through parallel computing and big data processing technology [11].



The SWAN is based on the new generation weather radar data and adopts advanced meteorological algorithms to form a large number of basic products, such as the combined reflectivity factor, echo top and vertical cumulative liquid water content of the radar itself, radar COTREC wind field (continuity of TREC vectors), and one-hour quantitative precipitation forecast (QPF) [12]. It provides useful basic information for the research and development of short-term heavy precipitation identification technology. The radar precipitation rate estimation of SWAN adopts the method of real-time fitting radar reflectivity–rain intensity (Z–I) empirical formula [13], that is, the RASIM (radar gauge synchronous integration method) combined with real-time synchronous integration of radar and rain gauge, to revise the parameters of Z–I empirical formula in real time. The radar precipitation is estimated by using the dynamic classification Z–I relationship method [14], that is, dividing into different levels depended to the radar echo intensity and according to the previous rain gauge and precipitation data, the optimal Z–I parameters are selected from multiple groups of parameters in real-time for the next precipitation estimation.



RAPIDS uses the dynamic correction Z–I relationship of high-frequency rain gauge data to estimate radar precipitation, and realizes the quantitative precipitation prediction fusion of radar extrapolation, proximity prediction, and numerical prediction. Based on the actual grid precipitation, RAPIDS identifies the errors of the falling area and intensity of the mesoscale model precipitation prediction, and uses the phase correction technology to correct the error of the falling area of the model precipitation prediction. At the same time, precipitation intensity predicted by the model is adjusted according to the actual grid precipitation, and the extrapolated predicted precipitation and the corrected model predicted precipitation are fused through the hyperbolic tangent function [15,16]. Two steps are used in RAPIDS to correct the phase of numerical model precipitation prediction: (1) The fast Fourier transform is used to correct the overall displacement deviation of the rain belt, and then the multiscale variational optical flow method is used to adjust the trend of the rain belt and the small-scale precipitation area, so that the precipitation area predicted by the model is more consistent with the actual situation. The model precipitation intensity is adjusted according to the grid fusion quantitative precipitation estimation. It is assumed that the model quantitative precipitation prediction and grid quantitative precipitation estimation field meet the Weber distribution, and the cumulative distribution function is the same. (2) RAPIDS integrates weight allocation. Fusion weight is the embodiment of the fusion method of extrapolation prediction and numerical model prediction, and it is one of the key points of fusion prediction. RAPIDS realizes the fusion of extrapolation prediction and model prediction by dynamically selecting tangent weight. The weight change of the model forecast is represented by a hyperbolic tangent. The two endpoints of the tangent curve are given according to the precipitation weather type and the weather change experience of the forecaster, and different weights are taken under different circumstances in combination with the temporal and spatial scales of different precipitation systems.



However, due to the technical limitations of radar itself and the complexity of the atmosphere, such as abnormal radar observation data, radar observation blind spots, and radar maintenance upgrades, the corresponding relationship between weather radar echoes and surface precipitation is unstable [17]. In addition, in different precipitation processes, different periods and regions, the same radar echo distribution may also correspond to different precipitation magnitudes. The above situations will affect the accuracy of high-precision precipitation forecasting, leading to a certain degree of false reports and omissions. Ground weather stations provide accurate rainfall, but their lower distribution density limits their more direct use [18]. The deeper combination of weather radar and weather station observations can maximize the complementary advantages, thus improving the accuracy of precipitation prediction [6,19,20]. Through rolling correction, errors and deviations in minute-level precipitation forecasting can be corrected, thereby improving the accuracy and reliability of quantitative precipitation forecasting. For QPE correction in areas with dense ground precipitation stations, previous scholars mainly carried this out by optimizing interpolation methods [21,22,23] or using machine learning methods to reduce radar estimation errors from weather stations [24,25], but did not carry it out in identifying convection cell or radar echo types. This study will further expand the research of the above ideas. Based on the spatial and temporal structural errors of MQPF, we proposed a rolling real-time correction technique. Compared with other correction methods that directly optimize the Z–R relationship and simply try multiple interpolation methods in space, the innovation of this technology is that it not only innovates the method of radar echo extraction and recognition based on the amount and type of precipitation, but also introduces the idea of parallel correction in both time and space, making the rolling correction results more optimized.




2. Materials and Methods


2.1. Study Area


As the capital of China, Beijing has a large population density and great demand for meteorological services, especially mountain torrents, geological disasters, and urban waterlogging caused by short-term heavy precipitation, which have a serious impact on the safety of people’s lives and property. Affected by the warm temperate monsoon climate, four distinct seasons appear in Beijing. As located in the arid and semiarid climate zone, regional differences of precipitation in Beijing are also obvious [26]. From the time scale, precipitation in Beijing is mainly concentrated in summer (June to August). The study selects Beijing and its surroundings, including Beijing, Tianjin, and Hebei Province, with high density of surface meteorological stations and good weather radar observations, as the study area (Figure 1).



The Beijing weather radar station (Beijing radar, ID: Z9010) was established early and can effectively cover Beijing and its suburbs. Beijing radar base data transmission has good real-time performance and integrity. The deviation between the observation and reception time of Beijing radar data is about 60 s. Therefore, it is reasonable to choose Beijing radar base data for the experiment of the method. Radar base data can be obtained from the website of National Meteorological Data Science Center of China (http://data.cma.cn, accessed on 1 May 2023). Observed minute precipitation data are obtained from the website of National Meteorological Data Science Center of China (http://data.cma.cn, accessed on 1 May 2023). There are abundant meteorological stations around Beijing, and the measured data with high temporal and spatial resolution have great advantages in product correction. In order to ensure the data quality, the missing points and abnormal mutation points of minute data are detected, and then the abnormal points and missing values are removed and interpolated according to the detection results. The data quality control method is the same as the studies by Ding et al. [27,28].




2.2. Models


The rolling real-time correction technology proposed in this study relies on the rolling correction of the spatial and temporal structure errors of MQPF products to improve the prediction accuracy, and is verified by a typical precipitation case. For the rolling real-time correction algorithm of spatial structure error of minute precipitation estimation, by distinguishing different echo units in the same radar volume scan, combined with the observed real-time ground precipitation observation data, the regression analysis of precipitation intensity with spatial variation is carried out, and the precipitation prediction correction coefficient of echo units is calculated to correct the spatial structure error of precipitation estimation. For the rolling real-time correction algorithm for time structure error of minute precipitation estimation, by obtaining the observed historical data of ground minute precipitation in the first two hours, the regression analysis of precipitation intensity with time is carried out, and the correction coefficient of precipitation estimation time structure error is calculated to correct the precipitation estimation time structure error. Finally, typical precipitation cases in the study period are selected as the validation dataset to count the quality of minute precipitation products and analyze the results. The technical route is shown in Figure 2.



2.2.1. Radar Echo Monomer Extraction


Radar echo monomer extraction is the basis of rolling real-time update correction according to monomers. Firstly, the precipitation/nonprecipitation echo monomer is identified based on the three-dimensional radar echo characteristics, and then the radar monomer in each time radar volume scan is identified according to the image region segmentation algorithm (relying on Python programming and its skimage algorithm library) to generate the radar echo monomer data structure for the next error correction.



Precipitation/Nonprecipitation Echo Monomer Recognition Technology


Precipitation/nonprecipitation echo monomer recognition is based on three-dimensional radar echo characteristics. According to the characteristics of radar three-dimensional echo, the support vector machine (SVM) [29] is used to train multiple classifiers to classify five types of echo that can cover most echo types, namely, point nonprecipitation echo (Figure 3a), flake nonprecipitation echo (Figure 3b), clear sky nonprecipitation echo (Figure 3c), clear sky mixed flake nonprecipitation echo (Figure 3d), and precipitation echo (Figure 3e).



The specific steps of precipitation/nonprecipitation echo monomer recognition algorithm are as follows:



A. One month of Beijing radar 3D echo data are selected as the algorithm research dataset, and the data are manually labeled.



B. The radar echo area histogram and graded intensity ratio of each layer are extracted as the characteristics of radar echo data. The number of cell area lattices of each echo layer in the three-dimensional echo is taken as the area for statistics to calculate the radar echo area histogram. In our study, the histogram group spacings are set as [1, 10, 20, 50, 100, 200, 250, 400, 1000, 2000, 5000, 10,000, 20,000, 50,000, 100,000, 200,000, 500,000, 10,000,000]. When calculating the graded intensity ratio, taking [0, 10, 20, 25, 40] as the graded intensity of the echo, the proportions of echo greater than or equal to this intensity value in the volume scanning area of the whole layer are calculated.



Feature dimension (N):


  N =   N   l e v e l   × (   N   b i n   +   N   r a t i o   )  



(1)




where     N   l e v e l     is the level of three-dimensional radar echo layer,     N   b i n     is the number of groups of echo area histogram, and     N   r a t i o     is the number of intensity grades. In our study,     N   l e v e l   = 21 ,     N   b i n   = 17 ,     N   r a t i o   = 5  , so the feature dimension (N) = 462.



C. Sample data preprocessing: In order to avoid the division operation with zero denominator, the effective echo area zero values are uniformly changed to −1. Then, the sample data are randomly divided into the training datasets and the testing datasets, in which the number of the training datasets accounts for 2/3 and the number of the testing datasets accounts for 1/3.



D. The SVM algorithm is used for multiclassifier training. The one-to-one method is used for the training of multiple classifiers. In our study, a total of 5 × (5 − 1)/2 = 10 SVM classifiers need to be designed for the five categories. During sample prediction, the category with the most votes confirmed by voting is the prediction category.



The model results are verified on the testing datasets. The results show that the trained multiclassifier can distinguish precipitation echo and different kinds of nonprecipitation echo, and the classification accuracy of the algorithm is 87.9% (Figure 4).




Radar Monomer Recognition Technology Based on Region Segmentation


Based on the spatial adjacency of radar echo monomer, the radar monomer is recognized by using the region segmentation technology in image processing (Figure 5). The specific steps are as follows:



A. Based on experience, set four thresholds for echo value:



T1 = 10 dBZ, represents the nonprecipitation echo threshold dominated by nonmeteorological echo;



T2 = 20 dBZ, represents the echo threshold with coexistence of meteorological echo and nonmeteorological echo;



T3 = 30 dBZ, represents the echo threshold which is mainly meteorological echo and is likely to produce precipitation;



T4 = 40 dBZ, represents the meteorological echo threshold that will produce precipitation.



Corresponding to four intervals (0, 10], (10, 20], (20, 30], (30, 80), the echo data are mapped to the corresponding interval, and the threshold value is used to replace the original echo value. Other values greater than 30 dBZ are assigned 40 dBZ.



B. The echo edge and outlier echo are smoothed by the mean filtering.



C. The connected region is segmented by region labeling algorithm, and then the adjacency relationship of pixels is judged by an eight-connected domain algorithm [30].



D. Radar monomer data structure, including block information of echo and attribute information related to monomer area, are generated.





2.2.2. The Spatial Error Correction Technology Based on Linear Interpolation


The spatial error correction technology based on linear interpolation aims to calculate the precipitation estimation error on the weather stations according to the difference between MQPF and ground weather stations rainfall after obtaining the rainfall data of ground weather stations, and then generalizes the error to grid points through linear interpolation.



(1) Data preprocessing of ground weather stations



Main steps of the historical observation preprocessing:




	(A)

	
Obtain the historical observation of minute level ground precipitation in the past 1 h through the rolling delay of 3 h through the data website service interface, and store the data every minute in a file.




	(B)

	
By matching by station IDs, the minute precipitation within an hour is archived to a file. During this period, the data downloaded within hours are incomplete or the longitude and latitude information of the station cannot match.




	(C)

	
According to the ground station number information obtained by the specified radar, the documents and contents are retrieved through time period, station number, and other information. Obtain an array with one row by station number and one column by minute.




	(D)

	
Accumulate the data according to the station number to obtain the accumulated rainfall data in the time period corresponding to each station number.









Main steps of real-time data interface processing:




	(A)

	
Start the scheduled task every 5 min to obtain the minute precipitation observation from the past 10 min to the past 5 min. Count the latest 5 min accumulated data and the latest accumulated data in the past 2 h, create the latest data table, respectively, and store the data in the table.




	(B)

	
After that, clean up the data stored in the database for more than 3 h and back up the data. The background automatically calculates the radar ground station correspondence table every hour and stores it in the dictionary configuration file.




	(C)

	
Through the front-end web interface, the precipitation accumulation information of the corresponding station is obtained according to the radar number and time, and the data are saved in CSV format.









(2) Spatial error correction based on linear interpolation



The main aim of spatial error correction is to generalize the station error to the grid. The spatial distribution of precipitation is uneven, so the error correction mainly depends on the distribution of ground stations. Considering the operation speed, linear interpolation is used to correct the spatial error. The main steps are as follows:




	(A)

	
Based on the radar number and product time, the corresponding ground station observation is obtained through the historical observation text/real-time data web interface.




	(B)

	
According to the longitude and latitude information of the ground station, the QPE on the corresponding grid point is obtained, and then the radar precipitation estimation error on the station is calculated.




	(C)

	
The radar precipitation estimation error on the station is interpolated to the grid by linear interpolation algorithm to generate the radar precipitation estimation error of the grid field.




	(D)

	
The grid radar precipitation estimation error is added to the radar precipitation estimation field, and finally the revised radar precipitation estimation field is obtained.









Figure 6 shows an effect diagram of spatial error correction technology based on linear interpolation.




2.2.3. The Temporal Error Correction Technology Based on Linear Interpolation


The temporal error correction technology based on linear regression mainly analyzes the precipitation change in the past two hours through linear regression method, determines the parameters of precipitation change trend, and is used to revise the precipitation forecast in the next two hours. The ground station data preprocessing refers to the contents in Section 2.2.2 (1) of this chapter and uses the same data processing method. The difference from the spatial error correction in Section 2.2.2 is that the temporal error correction accumulates the precipitation in the past 2 h and 5 min, while the spatial error correction accumulates the precipitation in the past 5 min. The main steps of temporal error correction include:




	(A)

	
Based on the radar ID and product time, the data of the corresponding ground station in the past 2 h and 5 min can be obtained through the historical observation text/real-time data web interface.




	(B)

	
The change slope S of the number of precipitation stations in the past 2 h, the change slope A of the mean precipitation of all stations in the past 2 h, and the change slope R of the mean precipitation of stations with rainfall in the past 2 h are calculated by linear regression. Among them, S reflects the change of precipitation area, A reflects the change of regional average precipitation efficiency, and R reflects the change of precipitation intensity of precipitation clouds (Figure 7). Then, the calculation formulas of rain intensity calculation variation coefficient m and n are











  m =      1.0 + A   S ≤ 0     1.0   o t h e r s       



(2)






  n =      − R   S > 0   a n d   R   e x i s t s     − R × 2   S ≤ 0   a n d   R   e x i s t s     0.0   R   d o s e   n o t   e x i s t       



(3)






  m = m i n ( m , 1.01 )  



(4)






  n = m a x ( n , 0 )  



(5)






  n =      m a x ( n , − 0.01 )   n > − 0.01   a n d   n < 0.01     0.0   o t h e r s       



(6)







	(C)

	
According to the calculated regression coefficients m and n, the revised quantitative precipitation forecast (QPF) value is calculated.








   Q P F = m × Q P F + b   



(7)







2.3. Model Evaluation


For model rainfall evaluation, using the forecast and observed, one set of yes/no for different intensity rainfall events are determined. The results could be placed into a 2 × 2 contingency table (Table 1). Then, the widely used statistical scores [31,32,33], that is, the threat score (TS), the false alarm ratio (FAR), and the missing ratio (MR) are used to evaluate the precipitation forecast accuracy. Their calculation method is as follows:



The formula of TS in the specified time period is


  T S =    ∑  N A      ∑  N A   +  ∑  N B   +  ∑  N C      



(8)




where NA, NB, and NC are the events per unit time, respectively, and    ∑  N A    ,    ∑  N B    , and    ∑  N C     are the sums of NA, NB, and NC in the specified time period, respectively.



The value range of TS is 0–1, and the prediction effect is the best when the score is 1. TS mainly examines the matching degree between predicted events and actual events. The TS does not distinguish the source of prediction error, and because some hits may be random, the TS depends on the climate frequency of events (the TS will be lower for rare events).



The formula of FAR in the specified time period is


  F A R =    ∑  N B      ∑  N A   +  ∑  N B      



(9)







The value range of FAR is 0–1, and the prediction effect is the best when the score is 0. It measures how much of what is predicted to happen does not happen in real world.



The formula of MR in the specified time period is


  M R =    ∑  N C      ∑  N A   +  ∑  N C      



(10)







The value range of   M R   is 0–1, and the prediction effect is the best when the score is 0. The proportion of events measured in real life was not predicted.





3. Results


Taking the 2018 whole year as the testing period, 154 assessment stations in Beijing were selected as the testing stations, and the precipitation of 0.05 mm was regarded as the threshold between sunny and rainy. Our study calculated the performance indicators of Beijing single station products of MQPF and the performance indicators of Beijing single station observed minute precipitation, including the TS, FAR, and MR.



For the test of spatial error correction, the 5 min accumulation of ground actual precipitation was taken as the true value to test the radar QPE products of MQPF before and after our proposed correction. For the test of temporal error correction, the 30 min cumulative value of the ground actual precipitation was mainly taken as the true value to test the 30 min cumulative values of radar QPF products before and after our proposed correction. For the timeliness test, we took the preparation of the front-end data of the revised algorithm as the start time and the generated result data of the algorithm operation as the end time, calculated the time spent by the algorithm operation at each time, and conducted statistical analysis.



3.1. Test of the Spatial and Temporal Error Correction Results


There are obvious differences in the number of precipitation samples between different months (Figure 8). From the sample size of different months, there were fewer precipitation samples from January to March and October to December, while there were relatively more samples in other months. Months with relatively few samples also had relatively low revised TS. For spatial error correction, except for January, February, and December, TS increased in other months. From the results before and after the spatial error correction, the annual FAR and MR changed from 0.7677 and 0.2602 to 0.0244 and 0.4015 (Figure 8). At the same time, the annual TS significantly improved, increasing to 0.5897 from 0.2147, an overall increase of 37.5%. This means that the method proposed in our study can significantly reduce the FAR, but it can also lead to an increase in the MR.



There was an obvious difference in the number of precipitation samples in the 30 min cumulative precipitation between different months, and the distribution was roughly the same as the 5 min cumulative precipitation corresponding to the radar QPE (Figure 9). Similar to the results of spatial error corrections, the corrected TS for months with relatively few samples was also relatively low. For time error correction, there was a significant increase for TS during April to October, while there was no increasing or a small increasing TS in the remaining months. Similar to the results of spatial error corrections, the method proposed in our study can significantly reduce the FAR, but it can also lead to an increase in the MR for the temporal error correction. The annual FAR and MR changed from 0.7212 and 0.3064 to 0.162 and 0.5222, and the TS increased from 0.2482 to 0.4374 an overall increase of 18.9%.




3.2. Test of Algorithm Timeliness


In order to effectively implement the rolling real-time update correction of the spatial error correction algorithm and the temporal error correction algorithm, it is necessary to ensure that the algorithm is completed before the arrival of the next radar base data (the interval between two radar volume scans is approximately 6 min). In the study, the algorithm timeliness was tested and verified through a server with CPU 24 cores and 64 GB of memory. The test results are shown in Table 2.



The mean running time to achieve correction of spatial and temporal error corrections ranged from 3.8 s in October to 6.4 s in May and 7.7 s in August to 11.5 s in February, respectively (Table 2). The longest time of spatial and temporal error corrections ranged from 7.2 s in October to 56.3 s in April and 12.3 s in September to 81.8 s in April, respectively. The shortest time of spatial and temporal error corrections ranged from 0.2 s in December to 3.0 s in February and 0.3 s in December to 9.4 s in February, respectively. From the above results, both temporal and spatial corrections take the longest time in April and the shortest time in December. This may be due to the relatively complex precipitation process starting from March and April, and the frequent correction, making it more time-consuming. However, in December, the rainfall is sparse, reducing the number of samples to be corrected, and, at the same time, shutting down some radars. Therefore, the revised model ran faster.



It is also possible for the same reason that the maximum value of each runtime indicator appears in the first half of the year (with the maxima spatial error correction mean running time appearing in May, the maxima spatial and temporal error correction longest running time appearing in April, and the maxima spatial error correction shortest running time, the temporal error correction mean, and shortest running time appearing in February), while the minimum value of the runtime indicator appears in the second half of the year (with the minima error correction mean and longest running time appearing in October, the minima spatial and temporal error correction shortest running time appearing in December, the minima temporal error correction mean running time appearing in August, and the minima temporal error correction longest running time appearing in September). Compared to the weather radar scanning every six minutes, the above time is sufficient to meet the requirements of real-time operation, and this method can be effectively applied in real-time operation. In terms of the update frequency of volume scan data, compared to precipitation estimation products with a long volume scan period (about 6 individual scan data in 1 h), radar precipitation estimation results with a high volume scan frequency (about 12 individual scan data in 1 h) are closer to those of rain gauges, with improved accuracy [34]. Therefore, in view of its high timeliness, the method proposed in this study has strong universality.





4. Discussion


For spatial error correction, based on years of application experience and support vector machine algorithm models, we classified radar echoes into five categories: point nonprecipitation echo, flake nonprecipitation echo, clear sky nonprecipitation echo, clear sky mixed flake nonprecipitation echo, and precipitation echo. In the future, further identification will be carried out based on region segmentation technology. There are also other common methods of classifying radar echoes based on precipitation types in other studies, mainly dividing radar echoes into convective precipitation or layered precipitation echoes [35,36]. The month with more precipitation samples had a higher corrected TS, while the month with fewer had lower corrected TS. Li et al. [22] pointed out that the precipitation value of the original radar QPE product is too low, resulting in only a slight increase in precipitation through correction and fusion. It can be seen that a sufficient sample size and sufficient precipitation are the data basis for improving the correction effect.



The three-dimensional echo data used in this study had undergone preliminary quality control, but due to the performance of quality control algorithms, it was not possible to identify all nonmeteorological echoes and clear sky echoes. From the perspective of radar, although the application of polarization radar has not been widely studied in China, weather radar is gradually upgrading to this technology. Compared with traditional single polarization radar, dual-polarization radar has been proven to have better QPE performance [37,38,39]. We will continue to pay attention to the related technologies of dual-polarization radar in the future and attempt to transplant and apply these technologies. In addition, as another very advanced precipitation estimation technology, satellite precipitation estimation, supporting measurement of drizzle or fine raindrops, has been studied by many scholars [40,41,42,43]. Based on the fact that satellites can cover a wide range of observations, meet high-precision requirements, and their derived precipitation-related products also play an important role in the monitoring and analysis of rainstorm processes, it is also a very useful method to integrate satellite products into our research in future work.




5. Conclusions


Based on minute-level surface precipitation data, the rolling real-time correction technique for MQPF was proposed. Through the development of key technologies such as radar echo monomer extraction, spatial error correction based on linear interpolation, and temporal error correction based on linear regression, a technical process for minute precipitation product correction was established. After using this method for correction, the missed reporting rate of the 30 min cumulative precipitation forecast for the product can be significantly reduced, and the overall TS can be improved, which will have a positive impact on the quality improvement of short-term meteorological service products. From the perspective of running time, the method proposed in our study runs in an average of seconds, with a maximum running time of no more than 3 min, and can meet the real-time running requirements.



This study is currently only a preliminary study of the rolling real-time correction technology for weather radar minute precipitation forecast products. Future work will consider introducing other data and information such as satellite products to further complete the correction effect, and combine new artificial intelligence algorithms to improve the method performance. After further upgrades, this method is expected to be promoted and used on official weather websites or apps.
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Figure 1. The locations of Beijing and its surroundings and weather radar stations. 
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Figure 2. Overall technical roadmap of rolling real-time correction technology. 
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Figure 3. Examples of 5 echo types. The upper left subgraph shows the estimated value of MQPF. The lower left subgraph shows the combined reflectivity of radar echo. The upper right subgraph shows the observed precipitation of weather stations. The lower right subgraph on the right shows the statistical information. (a) Point nonprecipitation echo; (b) flake nonprecipitation echo; (c) clear sky nonprecipitation echo; (d) clear sky mixed flake nonprecipitation echo; (e) precipitation echo. 
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Figure 4. Confusion matrix of model validation results, with abscissa and ordinate representing the observations and predictions, respectively. Panels (a,b) represents the non-normalized and normalized confusion matrix, respectively. 
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Figure 5. The results of radar monomer recognition based on image segmentation. (a) Original radar echo. (b) The result after monomer recognition. (c) The result after monomer segmentation. (d) The threshold segmentation result. (e) The monomer marking result. (f) The result after the mean filtering. 
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Figure 6. The correction effect display of the spatial error correction technology based on linear interpolation. (a) Radar echo live. (b) The uncorrected radar precipitation estimation field. (c) The 5 min actual precipitation at ground stations. (d) The revised radar precipitation estimation field. 
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Figure 7. Time series of precipitation variables in the past two hours. The green line, red line, and blue line represent the number of precipitation stations in the past 2 h, the mean precipitation of all stations in the past 2 h, and the mean precipitation of stations with rainfall in the past 2 h, respectively. 
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Figure 8. Test indices before and after the spatial error correction. 
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Figure 9. Test indices before and after the temporal error correction. 
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Table 1. Contingency table used to evaluate forecasts.
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	Yes Observed
	No Observed
	The Total





	Yes forecast
	NA
	NB
	NA + NB



	No forecast
	NC
	ND
	NC + ND



	The total
	NA + NC
	NB + ND
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Table 2. Running time information of rolling real-time correction technology (unit: s).
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	Month
	The Mean Running Time of Spatial Error Correction
	The Longest Running Time of Spatial Error Correction
	The Shortest Running Time of Spatial Error Correction
	The Mean Running Time of Temporal Error Correction
	The Longest Running Time of Temporal Error Correction
	The Shortest Running Time of Temporal Error Correction





	1
	4.7
	7.8
	2.0
	9.8
	15.2
	7.7



	2
	5.4
	9.6
	3.0
	11.5
	16.7
	9.4



	3
	5.0
	23.6
	1.5
	10.8
	34.5
	8.0



	4
	5.2
	56.3
	1.5
	10.0
	81.8
	3.8



	5
	6.4
	20.1
	1.1
	10.6
	37.4
	3.7



	6
	5.0
	8.8
	2.0
	9.8
	14.4
	7.6



	7
	4.5
	8.9
	1.6
	8.6
	16.2
	6.1



	8
	3.9
	7.7
	1.8
	7.7
	13.0
	5.8



	9
	3.9
	7.5
	1.8
	8.0
	12.3
	6.4



	10
	3.8
	7.2
	1.8
	8.1
	13.1
	6.5



	11
	4.3
	17.6
	0.9
	7.9
	24.0
	3.4



	12
	6.3
	17.3
	0.2
	12.8
	26.0
	0.3
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