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Abstract: A recent drought in Southeast Brazil affected the Cantareira reservoirs system (CRS),
which supplies water to São Paulo megacity, and raised concerns on the impacts that climate change
may have on the water budget at the watershed scale. We propose to identify the particular and
summed contributions of key climatic variables on the variability of the water budget in Jaguari
basin, the main CRS tributary, using forcing–response relationships derived from climate projections
and individual elasticities of variables to temperature. Besides, we investigated whether hydrological
effects of the anomalous drought were comparable to patterns simulated in the future climate. A
thoroughly calibrated hydrological model for evapotranspiration (ET) and discharge (Q) was used to
address our questions. We found opposite impacts in the future mostly driven by rainfall changes:
under increasing (decreasing) rainfall, the mean ET increased (decreased) up to +25% (−10%) and Q
increased (decreased) by +90% (−50%). Higher carbon dioxide concentrations strongly depleted the
stomatal conductance, and thus the mean ET, which in turn increased the mean Q in near proportions.
Major critical impacts for water management are suggested by the results. Even with a small reduction
of precipitation, the discharge patterns in the drought event were replicated at similar intensities.

Keywords: Cantareira; climate change; water budget; drought

1. Introduction

The Cantareira reservoirs system (CRS) in Southeast Brazil supplies about nine million
people in São Paulo city. After an above-normal rainfall and water volume peaking period in
2009/2010, the CRS was affected by successive years with decreasing rainfall volume, which
reached criticality in 2014, mostly as a response to the outstanding 2013/2014 drought [1].
The precipitation decreased by about 44% during the regional drought in 2014 [1], and
the summer temperature was the highest since 1951, which must have also contributed to
increased water losses such as land evapotranspiration, open water reservoir evaporation,
and water withdrawals due to the overall consumption [2,3]. The scarcity at the CRS
pushed a substantial water shortage at the regional scale, especially in São Paulo city,
where a suite of management measures was taken, including pressure reduction in water
pipes and the reduction of industrial/domestic consumption [4]. Despite allusions that the
drought could have been attributed to global climate change [5], the comprehensive work
of Otto et al. [6] did not find significant evidence to confirm this hypothesis, but rather, a
natural phenomenon. Authors in general considered the drought as an exceptionality [1,2,6],
with a return period of 98 years [3].

Hydrological droughts are expected to become more intense and frequent as the
atmosphere becomes warmer in most regions of South America, including Southeast
Brazil [7]. In megacities such as São Paulo, climate change may add an additional pressure
regarding its impacts on droughts, or more broadly, on water security. While the global
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urban population facing water scarcity was 933 million in 2016, it is expected to increase to
up to 2.373 billion people in 2050 [8].

Assessing the impacts of climate change on the surface water budget at regional scales
requires substantial improvements over coarse-scale climate projections. The sensitivity of
land hydrology to climate change projections is commonly addressed with physically based
hydrological models (HMs). These models take advantage of solving biophysical processes
at high spatial resolution, such as evapotranspiration (ET), soil moisture, and water flows,
and depend on local characteristics, such as topography and land cover [9]. Sensitivity can
be also addressed with simple Budyko-type models that combine temperature, radiation,
and ET [10,11]. Besides rainfall and temperature, other climatic variables such as vapor
pressure deficit (vpd), carbon dioxide (CO2) concentration, and solar radiation are well-
known controls of ET that consequently affect the mean discharge (Q) at the catchment scale.

The high confidence in the temperature increase in future climate projections expects in-
creasing saturated vapor pressure in the lower troposphere [12]. Byrne and O’Gorman [13]
suggested that the increase in saturation-specific humidity surpasses other contributions
that add moisture from oceanic source transports and land ET, which would reduce the
land relative humidity (RH) and increase both vpd and potential evapotranspiration (PET).
Guo et al. [14] reported that the Food and Agriculture Organization of the United Nations
Penman–Monteith PET in humid catchments was more sensitive to temperature, followed
by RH, whereas solar radiation and wind speed played minor roles; however, they did
not include CO2 controls explicitly. The authors showed that stomatal conductance (gs)
decreases in both C3 and C4 plants under increasing CO2 concentration [15,16], which
suppresses transpiration [16–18] and can increase soil water content and runoff [17,19,20].

A common framework to investigate the impacts of climate change in regional land
hydrology is by selecting one or more scenarios of the International Panel on Climate
Change (IPCC) and choosing one or more general circulation model (GCM) projections [21].
Then, bridging the gap between GCMs and HMs becomes crucial [22,23], and coarse-
resolution GCM data should be treated to obtain an unbiased and finer resolution at
regional watershed scales, often accomplished with dynamical or statistical downscaling.
Finally, HMs need calibration performed under accurate and long-term historical climate
and discharge observations, which is supposed to work properly in future climates (see,
for instance, [24,25]). Di Baldassarre et al. [21] also emphasized a great dependence of
climate projections on the emission scenarios and anthropogenic activities, which in turn
are changing over the years. In the IPCC Fourth Assessment Report, the projections were
based on the Special Report on Emissions Scenarios [26], followed by Representative
Concentration Pathways (RCPs) [27] in the Fifth Assessment Report, and more recently
on Shared Socioeconomic Pathways [28], which make comparisons among scenarios of
different generations difficult to assess. Alternatively, other authors (e.g., [29,30]) addressed
the question of understanding the rate of climate forcing and the rate of hydrological
response using pattern-scaling relationships, where each forcing climate variable of the
HM is assumed to respond linearly to the changing mean annual temperature.

In Southeast Brazil, global projections agree that mean temperature may increase up to
5 ◦C under the RCP 8.5 scenario in the late 21st Century, but the projected changes of rainfall
are diverging and show either higher or less precipitation than the historical period [31].
To address the diverging issues, this work approached a sensitivity study comprehending
the whole range of significant impacts, based on the concept of the elasticity of key climate
variables to air temperature. The main advantages of the elasticity are: (i) avoiding the
many steps involving impact assessment, such as climate model choice, downscaling, and
bias correction, among others, which also present many sources of cumulative errors in
each step; (ii) easily matching the simulated variability on water fluxes to changes in the
forcing data.

The elasticity accounts for the percentage or absolute change of a variable in response
to a change in another. For instance, Held and Soden [12] reported that the absolute
elasticity of precipitable water to temperature increase from climate change projections
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for the late 21st Century was 7.5% ◦C−1 and, similar to precipitation, 2.2% ◦C−1. Using
the physically based semi-distributed Soil Water Assessment Tool (SWAT) model with a
thorough calibration for both ET and Q, we designed a strategy using forcing–response
relationships to estimate the impact of climate change in the surface water budget over
the Jaguari river basin, the main affluent of the CRS. We aimed to identify the particular
and summed contribution of key climatic variables (temperature, rainfall, air humidity,
and CO2 concentration) on the variability of the land water budget in historical and future
time slices. Specially, we addressed a second question, whether the hydrological effects of
the exceptionally anomalous 2014 drought are comparable to the patterns simulated in the
future climate.

2. Materials and Methods
2.1. Study Area

The CRS is a group of reservoirs, tunnels, and channels that divert water from
the Piracicaba river basin to the Upper Tietê river basin, composed by the reservoirs
of the Jaguari-Jacareí, Cachoeira, and Atibainha rivers, with the purpose of supplying the
Metropolitan Area of São Paulo city in Southeast Brazil (Figure 1a) [32].

Figure 1. (a) Altitudinal map of the Jaguari river basin (m) with the outflow at gauge station F-25B
(22.875◦ S and 46.369◦ W) within the Piracicaba river basin (grey shaded picture at top) and upstream
the CRS (yellow shaded area at top). (b) Land use map; (c) soil map, where soil types LVA and PVA
are Red-Yellow Latosol and Argisol, respectively; (d) location of rainfall (black circles) and weather
(red squares) data.

2.2. SWAT Model Description and Setup

SWAT is a semi-distributed, continuous-time model, which represents processes from
small to large basin scales, on daily time steps, to assess the impacts of management on
yields of water, sediments, and agricultural chemical components [33]. The model is called
semi-distributed because a given watershed is initially divided into sub-basins, according
to the topography, and then divided into hydrological response units (HRUs), which are
areas of common slope class, soil, and land use. The water balance is solved within each
HRU domain, computing individual processes in the vadose zone and shallow aquifer
(e.g., surface, lateral and base flows, transpiration, soil evaporation, water seepage), as well
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as the intercepted water in the canopy and deep aquifer recharge. The HRU-scale water
flow is then aggregated and routed in the drainage network. For more details, the reader is
referred to Neitsch et al. [34].

We used the ArcSWAT 2012.10.2.18 extension, via ArcGIS® 10.2.2, to build the bound-
ary conditions and the SWAT 2012 rev. 591 version to perform our simulations. Details are
summarized in Table 1.

Table 1. Description of maps and data used in the setup of boundary conditions.

Reference Resolution

Digital elevation map ASF DAAC [35] 12.5 m

Land use map IBGE [36] 12.5 m

Soil map UFV-CETEC-UFLA-
FEAM [37] 12.5 m

Weather data ERA-Interim [38] ≈79 km

Rainfall data
Inverse distance

weighting [39] from available
gauges

10 km

Both land use and soil maps were adapted to simplify the representation of classes in
the watershed and were converted from original vector files to the Digital Elevation Model
resolution. According to the MapBiomas project [40], forested (sum of forest formation
and artificial forests classes) and pastured (sum of pasture, mosaic of pasture and agri-
culture, and other temporary crops classes) areas varied between 43 and 47% and 50 and
55%, respectively, of the total Jaguari area during 1995–2017. For this reason, it seemed
reasonable to maintain a unique land use map for the entire period. The soil physical
properties were initially set according to Pontes et al. [41], and further adjustments are
described in Appendix B. With respect to the weather data, it includes maximum and mini-
mum temperatures (◦C), wind speed (m s−1), and relative humidity and solar radiation
(MJ m2 d−1), while rainfall (mm d−1) is an interpolated product of available gauges in the
basin. We used gauges from the National Water Agency, Basic Sanitation Company of the
State of São Paulo, National Center for Monitoring and Early Warning of Natural Disasters,
Brazilian National Institute of Meteorology and Agronomic Institute of Campinas, after a
careful review.

We set the CO2 concentration based on observed mean global temporal rates during
the range of time [42], starting from 350 ppm and increasing at approximately 2 ppm
per year.

2.3. Calibration

We used gauge station F-25B [43] as the reference to calibrate Jaguari river discharge.
This gauge sums 94% (965.7 km2) of the contribution area to the Jaguari reservoir (Figure 1)
and has a mean discharge of 19 m3 s−1. Quality control removed gross errors with visual
inspection and comparison with close gauges. The period 2003–2017 was selected for
calibration due to its greater interannual variability than 1995–2002, which was used for
validation. A warm up period of 5 years was taken for both calibration (1998–2002) and
validation (1990–1994). We first prescribed parameter values based on the literature [41,44–46]
to run the Particle Swarm Optimization algorithm from SWAT-CUP [47], in order to assess
the most sensitive parameters. A fine-tuning process of calibration was applied with the
swatplusR 0.2.7 package [48] running in R [49]. Latin Hypercube Sampling (LHS) was
used to produce a 2000-length distribution of 15 parameters to be calibrated (selected
from the previous step). Then, a SWAT output was taken out of the 2000 possibilities,
and the simulated discharge was evaluated using the Nash–Sutcliffe efficiency (NSE) index.
The simulation presenting the best NSE index was then used for the validation period.
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2.4. Experimental Design of Perturbations in Climatic Forcings

The elasticity εz,x addresses how much a percentage change dz
z (of a variable z) re-

sponds to another percentage change dx
x (of a variable x), where z and x are temporal

averages, respectively, and simply accounts for the result of changing a variable as a func-
tion of changes in another one. In this work, the experimental design used the elasticity of
key atmospheric variables (precipitation and air humidity) to near-surface air temperature.
The temporal changes of mean rainfall (P) and specific humidity (q) were accounted upon
the correspondent changes of air temperature (T), defined as the elasticities εP,T and εq,T ,
respectively, that represented the percentage of change in P (or q) per 1 ◦C change of
temperature, as follows:

εP,T =
1
P

∆P
∆T

(1)

εq,T =
1
q

∆q
∆T

, (2)

where ∆P, ∆T, and ∆q are temporal changes of P, T, and q, respectively, and P and q are
the mean values of P and q, all calculated over a prescribed range of time.

We used the estimates of Equations (1) and (2) calculated with climate simulations
of 37 models (ACCESS1.0, ACCESS1.3, BNU-ESM, CCSM4, CESM1-BGC, CESM1-CAM5,
CESM1-WACCM, CMCC-CESM, CMCC-CM, CMCC-CMS, CNRM-CM5, CSIRO-Mk3.6.0,
CanESM2, FGOALS-g2, GFDL-CM3, GFDL-ESM2G, GFDL-ESM2M, GISS-E2-H, GISS-E2-
H-CC, GISS-E2-R, GISS-E2-R-CC, HadGEM2-CC, HadGEM2-ES, IPSL-CM5A-LR, IPSL-
CM5A-MR, IPSL-CM5B-LR, MIROC-ESM, MIROC-ESM-CHEM, MIROC5, MPI-ESM-LR,
MPI-ESM-MR, MRI-CGCM3, NorESM1-M, NorESM1-ME, BCC-CSM1.1, BCC-CSM1.1(m),
and INM-CM4) of the Coupled Model Intercomparison Project—Phase 5 (CMIP5, [50]).
We first interpolated the GCM outputs to a common 0.5◦ × 0.5◦ horizontal resolution
grid, and the ensemble mean of each model was calculated over a grid box centered in
Southeast Brazil. Then, we calculated the simple difference of an average variable in
the future climate (2075–2099) minus the average in the historical period (1980–2004) to
account for temporal changes and mean long-term values for the entire period (1980–2099)
in Equations (1) and (2), retaining only statistically significant differences of a p-level of
5%. For the future climate, we used RCP 8.5 ensembles that usually constrained a higher
CO2 concentration (and also higher temperatures) out of other scenarios at the end of
the 21st Century. This scenario was selected deliberately in order to obtain the highest
signal-to-noise ratio responses to increasing CO2.

For the elasticity analysis, we assumed linear relationships between T and P and T
and q. The residue of the linear fit between T × P and T × q was calculated, and the
Kolmogorov–Smirnov normality test was applied to each climate model. We found that
91% and 92% of the models, for humidity and rainfall, respectively, presented residues
following a normal distribution, allowing the use of a linear fit for this analysis.

Figure 2a shows the spread of the mean annual air temperature of all CMIP5 models,
from historical to future climate time slices used here, wherein most projections showed an
increase from 3 to 4.5 ◦C (Figure 2b). The variability of εP,T was higher than εq,T over the
models (two upper rows in Figure 2c). We noted a systematic increase in specific humidity
with the temperature ranging up to 10% ◦C−1, and for precipitation, the patterns varied
from decreasing to increasing changes, ranging from about −10 to +20% ◦C−1, respectively.
These patterns in precipitation, in general, agreed with previous reports [31]. Besides,
the elasticities of ET and (P-ET) (two bottom rows in Figure 2c) varied from −5 to 5% ◦C−1

for ET with a positive average though, and for (P-ET), a wider range from about −20
to 20% ◦C−1 was shown. Such estimates of (P-ET) elasticities varying from a substantial
increase to decrease emphasize the lack of consensus about land water availability as
provided by global models. However, it is important to note that the higher variability of
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(P-ET) was also due to the percentage calculation, which tends to inflate smaller absolute
values. We stress that, since elasticity accounts for the temporal rates of temperature,
the absolute changes tend to increase in the future climate. For example, εP,T = 10% ◦C−1

suggests a modest 10% increase in rainfall (associated with a 1 ◦C warmer temperature),
although it leads to a 30% increase of rainfall in a 3 ◦C warmer climate and likewise, for
εP,T = 20% ◦C−1, a 60% increase of rainfall for the same 3 ◦C warmer climate. However,
the probabilities of the rainfall elasticity among the set of models were different, wherein
highest and lowest elasticities are less likely, though significant.

Figure 2. (a) Mean annual air temperature (◦C) projected by CMIP5 climate models from 1980 to 2099;
(b) boxplot of the difference between future minus historical time slices of mean air temperature (◦C);
(c) probabilities of occurrence (%) of elasticity to temperature for precipitation (P), specific humidity
(q), evapotranspiration (ET), and precipitation minus evapotranspiration (P-ET), in % ◦C−1.

The Set of Experiments

We chose the 23 years of weather data (1995–2017) used for model calibration/validation
as the reference forcing data to simulate the hydrological outputs, here referred to as the
control experiment. Upon that, we defined case-specific perturbations on key forcing variables
(air temperature, humidity, precipitation, and CO2 concentration) to design the experiments.

Firstly, for the temperature, we defined 5 cases of varying temperature, with perturba-
tions prescribed as changes in mean daily air temperature (Tav) from +1 to +5 ◦C above the
control, each case, respectively. The SWAT model was forced with maximum and minimum
temperatures, so both variables were simply offset accordingly to each perturbation case.
The changes with respect to control case distribution are shown in Figure 3a.

Second, for air relative humidity (RH), we defined 3 cases with perturbations based
on the εq,T variability derived from the CMIP variability (Figure 2c): εq,T = 5, 7.5, and
10% ◦C−1, respectively. With the control case RH and Tav, we calculated the water vapor
pressure e = es · RH, where es is the saturated water vapor pressure, exclusively dependent
on Tav. Then, es is updated to the case-specific temperature increase (+1 to +5 ◦C), e is
incremented at the 3 percentages of εq,T , and RH cases are calculated. The prescribed
perturbations in the control RH show that they conveniently represented variations in the
distribution (Figure 3b) with reduced, alike, and increased RH cases when compared to the
control, for elasticities of 5, 7.5, and 10% ◦C−1, respectively. As the alike case incidentally
compared well with the control case (gray and green curves in Figure 3b), it is suggested
that to keep RH approximately constant with increasing temperature required a 7.5%
increase of specific humidity per ◦C of temperature change. Furthermore, we made some
simplifications: for εq,T = 10 ◦C, a few cases exceeded RH a little beyond 100%, in particular
for higher temperature increases, which we limited to 100% to keep consistency. Based on
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the comparison to the RH control case, in summary, we refer to the three cases as lower RH
(5% ◦C−1), alike RH (7.5% ◦C−1), and higher RH (10% ◦C−1), respectively.

Third, for precipitation, we defined four cases with perturbations based on εP,T vari-
ability (Figure 2c): −5, 0, 5, and 10% ◦C−1, which totaled 94.3% of all probabilities. The rain-
fall was changed by simple scaling of every daily rainfall episode of the control case to
percentages according to the four aforementioned cases and to case-specific temperature
increases (+1 to +5 ◦C). The distributions of daily precipitation depicted in the elasticity
cases are shown in Figure 3c. The less precipitation forcing increased (decreased) the
distribution below (above) 10 mm d−1 with respect to εP,T = 0% ◦C−1, and events above
100 mm d−1 were not quantified. In general, the cases with εP,T = 5 and 10% ◦C−1 pre-
sented the opposite pattern: less events with P < 10 mm d−1 and more with P > 10 mm d−1

than the control case; the εP,T = 10% ◦C−1 case reached events up to 150 mm d−1.
Finally, to alter the CO2 concentration, we defined perturbations in two cases (Figure 3d):

the first with prescribed daily time series as used in the calibration, here referred to as the
historical case; the second based on the projected temporal rates for the RCP 8.5 during
2075–2099 [27], which started at 750 ppm and increased at 8 ppm per year, referred to as
the end of the century case.

The incoming solar radiation and ground wind speed variables, despite being key
model forcings that control ET, were chosen not to be altered in our experiments, helping
to keep the design simpler.

The perturbations in temperature, humidity, and rainfall time series were performed
prior to SWAT simulations, in an independent process. Differently, the CO2 concentration
was manually added to the SWAT source code as linear equations, as shown in Figure 3d.

Figure 3. Density plot of (a) mean air temperature, in ◦C; (b) relative humidity, in %; and (c) precipi-
tation, in mm d−1. Colors differentiate, respectively, the increase in temperature, εq,T and εP,T cases.
(d) CO2 concentration over the years of simulation, in ppm, for historical (black line, y = 350 + 2x)
and end of the century (red line, y = 750 + 8x) conditions.



Water 2022, 14, 1286 8 of 20

In summary, we ran a set of 120 simulations plus a control case, using the calibrated
model, each one spanning a 28-year range of time, which combined the specific cases of
air temperature (five cases), precipitation (four cases), air relative humidity (three cases),
and air CO2 concentration (two cases). A flowchart summarizing the processes in our
experiment design is shown in Figure 4.

The impacts are discussed with outputs for key hydrological variables, based on
averages of each simulation during the 28-year range, which were partly assessed during
the last 23 years (first 5 years were taken as the warm up for soil moisture).

SWAT model

Climate data 

Tmax, Tmin 
P 

RH
Ws, Ki 

Perturbed
climate data 

Tmax', Tmin' 
P'

RH'
Ws, Ki 

Elasticity to
temperature 

Increasing
temperature

Historical
CO2

End century
CO2

Control
simulation 

Perturbed climate
under historical

CO2

Perturbed climate
under end

century CO2

Figure 4. Flowchart of the experiment design. Abbreviations Tmax, Tmin, P, RH, Ws, and Ki refer to
maximum air temperature, minimum air temperature, relative humidity, wind speed, and incoming
solar radiation.

3. Results and Discussion
3.1. Model Calibration

We firstly proceeded with a thorough inspection of the ET calculations before the
discharge calibration and opted for altering specific ET model parametrizations to help im-
prove the experiments. It was noted that the previously calculated ratio of soil evaporation
to ET (=transpiration + soil evaporation + interception loss) tended to be overestimated
when compared to typical values for the prescribed land cover types (not shown) of
subtropical humid forest (max ≈ 10%) and managed pasture (max ≈ 25%). In addition,
the time-variant leaf area index (LAI) parameter, which controls transpiration and rain
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interception, did not show a consistent typical magnitude nor seasonality, as previously
noted by Strauch et al. [44]. The alterations were proceeded in specific control parameters
of soil evaporation and soil moisture retention at the top soil layer, maximum stomatal con-
ductance, rooting depth, and LAI temporal dynamics (see Appendix A). The achievements
were key to better simulate the ET components’ partition, which is believed to help simu-
late properly the impacts of changing rainfall, temperature, vpd, and CO2 concentration
differently for transpiration and other terms in future climate experiments.

Regional ET products are available by ET-satellite models [51,52], reanalysis [38], land
surface model [53], field water budget [54,55], and field eddy covariance measures [56],
which vary according to case-specific spatio-temporal scale data and accuracy. We used the
terrestrial water balance (TWB) approach using monthly field precipitation (P) and specific
discharge (Q) and terrestrial water storage (TWS) from the GRACE satellite/CSR RL05
Mascon product (2003–2011) [57] as a proxy to soil water storage variation. The annual TWB
provides a direct regional ET estimate and is about to be the more appropriate reference
to compare this case study. In general, the mean monthly model calculated ET compared
well the TWB (Figure 5). During the early dry season around May (Figure 5a), an atypical
oscillation of TWB time series disagreed with the smoothed calculated ET variability. We
can only suppose this oscillation as evolving from the TWS coarse resolution data and the
large temporal variance of the TWB (Figure 5b). The mean seasonal calculated ET agreed
with the TWB, which showed differences of less than 0.2 mm d−1 (Figure 5b).

Figure 5. (a) Mean monthly ET, in mm d−1, calculated by the model (black squares) and estimated by
TWB (red crosses). (b) ET average (points) and 75th and 25th percentiles (bars), in mm d−1, for each
estimate in dry (May to Aug) and wet (Sep to Apr) seasons. Panels use the common period for model
and TWB.

For the discharge calibration, we tested the null hypothesis (two-sample t-test plev-
5%) that a given parameter does not modify the NSE index, by combining all indexes
and parameters, which worked as a sensitivity analysis. The hypothesis was rejected
for all parameters except GW_DELAY, HRU_SLP, SLSUBBSN, CN2, and GWQMN (see
the set of parameters, range of variation, and default/best values in Table A3). Despite
not being sensitive in this analysis, these parameters contributed to maximizing the NSE
index. The performances of calibration and validation for discharge showed NSE indexes
of 0.82 and 0.85, respectively, evaluated as very good [58]. The calculated discharge was,
in general, consistent with the observations (Figure 6b,c). The model showed a tendency to
underestimate some observations, e.g., the higher peaks in the validation runs (Figure 6c).
Besides being a very traditional goodness-of-fit criteria in hydrologic studies, the NSE is
commonly reported to have a lower performance on low flows (see, for instance, [59,60]).
It happens essentially due to the squared difference between observed and predicted
values, which turns the NSE oversensitive to peak flows. In addition, as described by
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Zheng et al. [61], when extreme events are included in the calibration process, as in our
study, the model development is influenced by such conditions and tends to perform
worse than under normal conditions. In such cases, the validation would present better
performance than if it had the inclusion of extremes. This issue probably explains the better
performance on validation than calibration in this study. Furthermore, the calibration was
influenced by lower-than-average discharge data, so that the model slightly underestimated
the simulation of low flows under normal conditions, but not in the extreme cases of
2014/15 during the regional drought and onward (Figure 6b). Finally, some authors
already regard the baseflow simulation as one of the main weaknesses of SWAT, due to
its simplified groundwater concept [62]. Despite these aforementioned issues, ET and Q
calibration were, in general, successful, with adequate modeling performance to simulate
the type of proposed experiments in this work.

Figure 6. (a) Basin-averaged daily precipitation, in mm d−1. (b) Simulated (red line) and observed
(black line) discharges, in m3 s−1, with y-axis in log scale. Vertical dashed line separates calibration
from validation, and labels show the NSE index. (c) Scatter plot of observed and calculated discharges,
for calibration (black circles) and validation (red circles) periods.

3.2. Climate Change Impacts on ET and Q

Figure 7 shows the differences ∆ET and ∆Q of experiments minus the control simula-
tion for ET and Q, respectively, and depicts the cases of increasing temperature (abscissa),
RH changes (line types), and rainfall changes (line colors with labeled changes). With the
historical CO2 case and no change in precipitation (εP,T = 0% ◦C−1, grey lines), we nar-
rowed the effects of only temperature and humidity. In such cases, regardless of the
RH condition, ET generally increased nearly linearly with temperature, from about 13 to
64 mm yr−1 (1 to 7%) (Figure 7a), and Q reduced approximately at the same rate (Figure 7b).
A lowering RH tended to enhance the increasing ET with temperature by less than 5%
and, likewise, helped to decrease Q at similar deviations. These results are consistent as
increased temperature and decreased RH raise the evaporative demand [63], which is ex-
plicitly part of the transpiration calculation in SWAT [34] via the vpd term. For the historical
CO2 also, we observed that with forcings of less precipitation in the future, the reductions
ranged from 77 to 385 mm yr−1 with increasing temperature (εP,T = −5% ◦C−1, red lines).
ET and Q were simultaneously reduced for all RH cases with less precipitation, whereas
the reductions in ET were much less than those in rainfall, from 7 to 88 mm yr−1 (1 to 9%),
the changes in Q compared better to P, namely from 68 to 294 mm yr−1 (11 to 49%), all
for the alike RH case. Additionally, the lowering RH tended to reverse the effect of the
decreasing ET with temperature, though only by less than 2%.

Finally, for the historical CO2 cases, but with higher precipitation forcing, P was
prescribed to increase from 76 to 384 mm yr−1 and from 154 to 771 mm yr−1 for εP,T = 5
(blue lines in Figure 7a,b) and 10% ◦C−1 (black lines in Figure 7a,b), respectively. The re-
sponses to temperature and humidity changes showed that, for all RH cases, both ET and
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Q generally increased near linearly with temperature. Regarding the responses of these
two precipitation changes, ET increased up to maxima of 161 and 229 mm yr−1 (17 and
24%) (Figure 7a) and Q up to 218 and 530 mm yr−1 (36 and 88%) (Figure 7b). We attributed
the lower changes in ET in comparison to Q especially to energy limitation, which was
not addressed in our experiments. Similar to the εP,T = 0% ◦C−1 case, the comparison
of higher to lower RH, e.g., with εP,T = 10% ◦C−1, tended to enhance the increasing ET
with temperature, up to about 50 mm yr−1 or 5%, and likewise, to decrease Q at similar
deviations. Comparing all cases of precipitation changes, those with less precipitation forc-
ing (εP,T = −5% ◦C−1) apparently led to a pronounced soil moisture deficit, which in turn
limited ET and shifted its response to decrease with increasing temperature. Differently,
other cases with constant/increasing precipitation (εP,T = 0; 5 and 10% ◦C−1) did not revert
the increasing ET response to temperature.

Figure 7. Hydrological responses of ET and Q shown as differences of experiment minus control
simulation (ET, Panels (a,c)) and specific discharge (Q, Panels (b,d)), in mm yr−1 (left y-axis) and
percentage variation (right y-axis), forced by: temperature increase (x-axis, in ◦C); elasticity of
precipitation to temperature εP,T , in % ◦C−1 (colors), with actual changes of precipitation displayed
as labels, in mm yr−1; changes of relative humidity (RH) with the cases lower (dotted line), alike
(dashed line), and higher (solid line); and changes of CO2 concentration (historical in Panels (a,b)
and end of the century in Panels (c,d)).

Concerning the changes of ET in the end of the century CO2 cases (Figure 7c), we noted
the prevailing feature of ET reduction, mostly due to the decreasing stomatal conductance
and transpiration under a high CO2 concentration. This notwithstanding, the ET sensitivity
to increasing temperature and RH showed similar directions if compared to the historical
CO2 cases. The only pronounced exception was at εP,T = 10% ◦C−1 (black lines in Figure 7c)
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at a temperature increase of 5 ◦C, where ET responded positively. With varying RH,
ET responded to temperature similarly to the historical case with changes below 5%.
In summary, changes in ET with temperature and RH at the end of the century CO2
ranged approximately between −15 and −20% (less precipitation case) and −15 and +5%
(constant/increasing precipitation cases). Such a dominant pattern of ET reduction led to
an overall increase in Q in all cases of end of the century CO2 (Figure 7d), except for less
precipitation case (red lines in Figure 7d). The increases in Q under end of the century CO2
concentration were higher than those in the historical CO2 (Figure 7b). These findings are
coherent with the concept of the water savings effect in experiments of CO2 enrichment in
deciduous forests [64] and semi-arid grasslands [65]. These changes in Q with temperature
and RH ranged approximately between −30 and +10% (less precipitation forcing case) and
+10 and 125% (constant/increasing precipitation forcing cases). Interestingly, with less
precipitation forcing (εP,T = −5% ◦C−1, red lines in Figure 7d), Q increased by about 10%
in the 1 ◦C warmer case, did not alter in the 2 ◦C case, and kept descending in the warmer
cases. That is, for a temperature increase above 2 ◦C, the growing water gains in the system
resulted from descending ET were offset by growing losses of precipitation.

3.3. Comparison of Hydrological Simulations to Observations and Global Models

We compared the boxplot distribution of the current calculations to observational
data and CMIP5 GCM ensembles using estimates in each data set as detailed in Figure 8.
The median of global models (“CMIP5”) underestimated the observed precipitation (“Obs”)
in the current CO2 case by about 215 mm yr−1 and surprisingly overestimated ET by about
110 mm yr−1, which reflects the disagreement of median ET/P ratio of 0.76 for GCMs and
of 0.58 for the observations. As a consequence, the median discharge of global models was
about half of the observations. The slightly distinct ranges of calculations between GCMs
and observations possibly explain partly those discrepancies. However, the difference of
discharges was quite large and likely reflects the strong regional bias of most GCMs to
simulate the land water budget, which highlights the relevance of using regional HMs to
estimate ET and (P-ET) more accurately.

The changes between historical to end of the century cases of GCMs’ median P, ET,
and Q were in general low (3%; <1%, −3%, respectively), as suggested by how the models
spread their individual differences (Figure 2c) and in agreement with the lack of consensus
between models reported by Magrin et al. [31]. With respect to the small changes in ET,
Berg and Sheffield [66] showed that a subset of climate models from CMIP5 simulates
reduced transpiration rates at the tropics, due to the stomatal closure effect of increased
CO2 on plants, but this difference is offset by increased soil evaporation.

As for the hydrological experiments, the variability of distributions for both ET and Q
in a single temperature and also across the ranging temperatures were generally propor-
tional to the correspondent variability of precipitation. The ET inter-quartile variability in
the individual experiments was always shorter than the natural one.

So far, we described the distribution of P, ET, and Q as a whole, retaining the discussion
to median changes between CMIP5 and the hydrologic model simulations, as well as
between the historical and end of the century CO2 cases.

To analyze the impacts of climate change on the discharge patterns of exceptional
anomalous droughts, such as the 2014 one, it is necessary to pay attention to specific
events. Therefore, we focused on SWAT-simulated discharge with the perturbed forcing
data of 2014.

The 2014 drought event is shown as the bottom outlier (bottom color circles for model
P and Q in Figure 8), with some of the Q simulations comparable to the observed discharge.
The comparison of this episode is more clearly interpreted from the perspective of the
seasonal variability. It was chosen to use a 15-day mean to improve the visualization of
the drought minimum at the end of the dry season in October. For the unaltered rainfall
(εP,T = 0% ◦C−1) and historical CO2 case (Figure 9-top right), the calculated discharges
showed little variation with temperature and were, in general, close to the observations.
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Subsequently, for the end of the century CO2 case (Figure 9, bottom right), we noted
that the sensitivity of discharge to temperature was alike low, and the simulations in the
wet season were well above the observations, but the observed low flows during July to
November were overestimated by about 1 m3 s−1 (or only 5% of the long-term average).
In addition, for the decreasing rainfall (εP,T = −5% ◦C−1 in Figure 9-left), we noted a
good agreement between the simulated discharge and the observations and, differently,
a substantial sensitivity of discharge to the temperature. Especially for the end of the
century CO2 case (Figure 9-bottom left), despite the highly decreasing ET as affected by
stomatal closure, the calculated discharges in the wet season tended to approximate the
observations with increasing temperature. For the low flows, they were in general close to
the observation for the entire range of temperatures.

Figure 8. Boxplot distribution of yearly values of P (top), ET (middle), and Q (bottom), all in
mm yr−1, with the temporal distribution of observational data (Obs); distribution among CMIP5
model output ensembles (CMIP5); temporal distribution of control simulation (Control); and tempo-
ral distribution of current experiments shown for: temperature increase of T + 1, T + 3, and T + 5 ◦C
all for the alike RH case; the elasticity of precipitation to the temperature (−5; 0; 5; 10% ◦C−1, colors)
and CO2 concentration cases (historical, left column, and end 21st Century, right column). The ob-
servations used field water budget with P and Q measures and ET = P-Q; for CMIP5 outputs, the
historical (end of the century) CO2 cases ranged between 1980 and 2004 (2075 and 2099), respectively,
in the RCP 8.5 scenario, with estimates of Q = P-ET.
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Figure 9. The 15-day mean of 2014 simulated discharge (in m3 s−1) with temperature increase
(colors) and CO2 concentration (top and bottom panels) for prescribed changing precipitation of
εP,T = −5% ◦C−1 (left) and εP,T = 0% ◦C−1 (right), all for the alike RH case. Observed discharge in
2014 is shown as black line with circles.

4. Conclusions

The outstanding regional drought during 2014/2015 greatly affected the water supply
to Southeast Brazil. That caused a water shortage mainly in São Paulo city and raised
the concern of how climate change may impact the water budget at the watershed scale.
The global climate projections are all confident, showing regional trends with growing
temperatures until late 21st Century. However, the projections for rainfall changes were
mixed among models, revealing them to be uncertain with a lack of consensus. We
prescribed individual elasticities of rainfall and air humidity to temperature, derived from
the set of the CMIP5 ensembles, as well as the historical and end of the century CO2
concentration scenarios, to use forcing–response relationships on a calibrated hydrological
model (SWAT) in the Jaguari river basin.

The hydrological model was strategically calibrated firstly by approaching the calcu-
lation of evapotranspiration and subsequently for the discharge, consistently, to discuss
the impacts emphatically based on these variables. It is believed that both the estimates of
the atmospheric models for mean ET and runoff (as of P-ET) were very biased, which the
calibration effectively improved.

The experiments showed that for the temperature increasing from 1 to 5 ◦C, opposite
impacts in the future are expected, mostly driven by the simulated variability of rainfall
changes. On the one hand, with increasing rainfall, mean ET and Q increased up to +25%
and +90%, respectively. On the other hand, with decreasing rainfall, decreases of −10% and
−50% were found for mean ET and Q, respectively. Temperature or relative humidity alone
played minor roles when compared to rainfall and CO2 concentration. It was remarkable
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how future higher CO2 concentrations strongly decreased the mean ET as affected by
decreasing stomatal conductance, which in turn increased the mean Q in near proportions.

It is suggested that major critical impacts for water management be warned with the
current results and can be associated to the 2014 drought episode. Even supposing small
reductions of precipitation for the future and despite the expectations of decreasing ET,
the hydrological simulations replicated the discharge patterns at similar intensities of the
drought event.

Overall, the experimental design seemed interesting and easy to interpret, although there
were weaknesses that can be improved. An important issue refers to the simulation of
extreme events. For example, in places where mean rainfall projected by global atmospheric
projections is likely to decrease in the future, so the droughts are likely to increase in fre-
quency and/or length, a pattern that our design did not address accurately. On the other
hand, extreme peak discharge in our region of study is often caused by intense hourly basis
rainfall and/or continuous rainy days, both of them not exactly met on how precipitation
was perturbed.

Additionally, our results did not cover scenarios of land use changes for the end of
the century. As the forest formation in the region is protected by Federal Law 11.428/2006,
which prohibits deforestation and financially stimulates conservation projects, we assumed
afforestation as a possible scenario. Under such a case, we would expect that ET rates
may enhance and discharge and water savings reduce, in comparison to the average rates
presented in this work, with the magnitude of change depending on the afforestation
percentage. However, further investigation is needed to assess in more detail such changes.
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Appendix A. Adjustments in Evapotranspiration

We worked on adjustments of evapotranspiration partition, modifying the parameters
listed in Table A1. Parameters BLAI and ALAI_MIN were used to set a fixed seasonal LAI
curve, supposing a sinusoidal behavior, according to Equation (A1):

LAIi,j = BLAIj − (BLAIj − ALAI_MINj) ·
[

0.5 ·
(

sin(5.5π +
πi
182

) + 1
)]1.1

(A1)

where indexes i and j represent the day of the year and the land cover, respectively, and 182
is the day of the year when ALAI_MINj is expected. The LAI curves fit for both pasture
and forest land covers are shown in Figure A1.

https://doi.org/10.5281/zenodo.6456116
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Table A1. Parameters used in the evapotranspiration adjustment process, for forest and pasture
land covers.

Unit Forest Pasture

BLAI
Maximum potential leaf area index m2m−2 5.2 2.5

ALAI_MIN
Minimum leaf area index for plant during dormant period m2m−2 4.5 1.0

GSI
Maximum stomatal conductance mm s−1 8.5 1.0

ESCO
Soil evaporation compensation factor - 1.0 1.0

RDMX
Maximum root depth m 2.0 2.0

VPDFR
vpd corresponding to the second point on the stomatal curve kPa 2.0 2.0

Figure A1. Daily variation of leaf area index, in m2 m−2, in a year, for pasture (black line) and forest
(red line) land covers.

Appendix B. Adjustments in the Drought Flow

With respect to the simulated discharge, drought flows were repeatedly underesti-
mated on the calibration. This happened because the percolation from the bottom soil layer
to the shallow aquifer was limited, producing almost no base flow. Seepage to the next
layer and lateral flow are calculated individually in the model, and both depends on the
drainable water (amount exceeding field capacity) leaving each soil layer. We modified
soil parameters (Table A2) to maximize the seepage, without boosting the lateral flow,
to improve the representation of drought flows. For simplicity, both LVA and PVA soils
were set with the same values in the whole profile.
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Table A2. Parameters used to adjust drought flow.

Parameter Unit Value

Bulk density Mg m−3 0.9
Saturated hydraulic conductivity mm h−1 65

Available water content - 0.13 a

a Except in the top layer, which is 0.10 Mg m−3.

Appendix C. Calibration Outputs

Results from the calibration process are summarized in Table A3.

Table A3. Set of model parameters used in the calibration process. The period of variation, default
values of the model, and values that optimized the error function (NSE) are also shown. Parameters
indicated with prefix r were altered percentagewise relative to the original value. Parameters indicated
with prefix a were altered with values added to the original value. In the remaining parameters,
with prefix v, the original values were replaced.

Parameter Definition Range Default Best

r
CN2 Curve number at condition II −40%,

40% 0% −39.7

v
LAT_TTIME Lateral flow travel time (days) 1.0,

6.0 0.0 4.0

v
OV_N Manning’s “n” value for overland flow 0.17,

0.4 0.1 0.36

r
HRU_SLP Average slope of the subbasin (m m−1) −25%,

25% 0% −15%

v
CH_S1 Average slope of tributary channels (m m−1) 0.001,

0.055 * 0.010

r
SLSUBBSN Average slope length (m) −25%,

25% 0% −2.6%

v
CH_S2

Average slope of main channel along
the channel length (m m−1)

0.001,
0.02 * 0.013

v
CH_N2 Manning’s “n” value for the main channel 0.025,

0.3 0.014 0.14

v
CH_K2

Effective hydraulic conductivity in the main
channel alluvium (mm h−1)

5,
120 0 36

v
RCHRG_DP Deep aquifer percolation factor 0.0,

0.2 0.05 0.19

v
ALPHA_BF Baseflow recession constant (days) 0.0,

0.1 0.048 0.027

a
REVAPMN

Threshold depth of water in the shallow aquifer
to revap or percolation do deep aquifer occur (mm)

−500,
0 750 −177

r
GW_DELAY Groundwater delay (days) −20%,

20% 31 1.8%

v
GW_REVAP Groundwater “revap” coefficient 0.1,

0.5 0.02 0.2

a
GWQMN

Threshold depth of water in the shallow aquifer
required for base flow to occur (mm)

−100,
100 400 98

* Multiple values are found for the respective parameter.
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