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Abstract: The economic development, livelihood and drinking water of millions of people in the
central plateau of Iran depend on the Qarah-Chay River, but due to a lack of inappropriate monitoring,
it has been exposed to destruction and pollution. Consequently, an assessment of the river’s water
quality is of utmost importance for both the management of human health and the maintenance of a
safe environment, which can be achieved by determining the best locations for pollution monitoring
stations along rivers. In this study, artificial neural networks (ANNs) has been used to optimize the
locations for Qarah-Chay River monitoring stations in Markazi province, Iran. The data are collected
based on the Iranian Water Quality Index (IRWQI), the US National Sanitation Foundation Water
Quality Index (NSFWQI) and the Oregon Water Quality Index (OWQI). The database is given to
a multilayer perceptron (MLP) neural network along with a geographic information system (GIS).
The output of this study identified six pollution monitoring stations on the river, which are mainly
downstream due to the accumulation of land uses and the concentration of pollution. The gradient
of the MLP network training courses model from the proposed monitoring stations is 0.062299.
In addition, the performance evaluation criteria of the proposed MLP model for F1-score, recall,
precision and accuracy were 0.85, 0.84, 0.88 and 0.88, respectively. The results obtained help managers
to properly monitor the river’s water resources with accuracy, efficiency and lower cost; furthermore,
the findings were able to provide scientific references for river water quality monitoring and river
ecosystem protection.

Keywords: Qarah-Chay River; monitoring stations; optimal location; artificial neural network

1. Introduction

Rivers are an indispensable water resource and can provide drinking water that is
essential for human livelihood, industrial water supply and demand, and valuable natural
habitats [1,2]. According to the United Nations Environment Programme (UNEP) report,
water pollution has worsened since the 1990s in many rivers in Latin America, Africa, and
Asia [3]. However, it is still possible to reduce further pollution and restore the quality of
polluted rivers [4,5].

Improper management of a river’s pollution could result in significant damage to the
flora and fauna of the ecosystem, the long term impacts on public health, and distraction to
commerce and the economy, which in turns lead to the overall disruption of a nation’s way
of life [6]. The regular monitoring of water quality in a river network is crucial for reliable
water supply and preservation of a healthy ecosystem. To comprehensively determine
water quality status across an entire river network, it would be ideal to have a virtually
infinite number of sampling sites that provide spatially continuous data on water quality [7].
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Due to the considerable costs of installation and operation of sampling and monitoring
stations along the rivers, the optimal design of water quality networks is quite important [8].
However, there are always practical limitations, such as budget constraints, to maintaining
sampling sites [9]. Therefore, assessing the overall water quality status of a river network
via a minimum number of sampling sites presents an important engineering problem [10].

In order to design an effective monitoring network, several criteria for the selection
of sampling sites have been proposed in previous studies. [11] suggested four individual
fitness functions as follows: compliance with water quality data, supervision of water use,
surveillance of pollution sources, and examination of water quality changes/estimation of
pollution loads. The weighed sum of these was proposed as an objective function to deter-
mine the optimal location of monitoring sites. [8] suggested a new approach based on dis-
crete entropy theory. In this approach, the measure of transinformation in discrete entropy
theory is used for quantifying the efficiency of a monitoring network, while the probability
distribution functions of the random variables are not required. [12] proposed two objective
functions for minimizing the average time for contaminant detection and maximizing the
reliability of a monitoring system. Some studies have utilized information theory, in which
disorder or uncertainty contained in a signal can be evaluated through entropy quantities
such as the marginal entropy, conditional entropy, and transinformation. [13] suggested
the criterion of minimum redundancy to determine the optimal spatial distribution of
sampling sites, and used transinformation as the measure of redundancy. [14] used not
only transinformation but also marginal entropy as measures of information gained from
individual sampling sites, and suggested a methodology for expansion or modification of
an existing sampling network in terms of maximum total information gained from the sites
with minimum redundancy. [7] proposed an efficient algorithm that can easily determine
the optimal location of water quality sampling sites in a river network. The proposed
algorithm can be used alone or in conjunction with a heuristic optimization algorithm
such as a genetic algorithm. For the latter, the proposed algorithm filters only competitive
candidates and makes a contribution to reducing the problem size significantly. [15] used
the case of the Lower Neretva Valley (LNV) to test the efficiency of applying linear mixed
effect (LME) theory in modelling spatial and temporal variations of surface and ground-
water quality within a polder-type agricultural catchment. The methodology uses linear
regressive techniques while taking into account the spatial and temporal autocorrelation of
residuals. [2] presented a Bayesian maximum entropy (BME)-based framework to optimize
the locations of water quality monitoring stations (WQMS) in rivers to obtain the highest
value of information with the lowest number of monitoring stations. In this study, BME
is employed as a flexible, accurate, and effective approach in geostatistics to optimize the
spatiotemporal coverage of potential WQMS. In addition, an information-entropy model
is proposed, using value of information (VOI) and transinformation entropy (TE), in a
multi-objective optimization model to relax the computational burden and allow the en-
tire decision space to be explored. The proposed model provides a set of Pareto-optimal
solutions (WQMS locations) with trade-offs between VOI (highest information) and TE
(lowest overlap). Moreover, [16] takes advantage of the multiple-kernel support vector
regression algorithm for estimation of water quality parameters, and [17] used a reliability
assessment of water quality index based on guidelines of national sanitation foundation in
natural streams through remote sensing and data-driven models as a new approach based
on artificial intelligence to improve water quality management.

Artificial neural networks (ANNs) are oriented on the structures and working princi-
ples inspired by biological neural networks. They are a powerful computational technique
for modelling complex non-linear relationships [18]. Many researchers have portrayed the
significance of ANN in forecasting water quality in comparison with other models. The
usage of neural networking has increased rapidly in the field of water-quality management
and water-resource planning and management [19]. ANN models function by processing
information in a similar manner to the brain, while the training of ANN models enables
them to have a similar analytical and reasoning capability compared to brain neurons,
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which are used to solve practical problems [20]; indeed, ANN is a type of machine learning
algorithm which requires no human supervision. Artificial intelligence techniques such as
artificial neural networks are currently being increasingly used, since they can overcome the
limitations of the deterministic models [21]. The ability to learn from the data and to carry
out the tasks based on data provided for training is a feature of artificial neural networks.
ANN can develop their own organization of the information as it is received during the
process of learning, which means that computations can be carried out in parallel in ANN.
To exploit the capabilities of ANNs, special hardware devices are being developed [22].
The ANN approach offers various advantages to problem-solving such as [23]: (i) previ-
ous knowledge of the undertaken study is not required in a neural network application;
(ii) complex relationships between different parameters of the undertaken study are not
required to be ascertained; (iii) for the development of an ANN model, assumption of
constraints is not required; and (iv) an ANN model can always reach an optimal solution
condition, whereas an optimization model can give the solution only once it has been
completely processed. These attributes of ANN models make them an appropriate tool for
providing solutions to different problems of hydrological modeling [24,25].

An ANN can be described as an information process system which consists of many
nonlinear and densely interconnected processing units [26]. With this parallel-distributed
processing architecture, ANNs have been proven to be an efficient alternative to traditional
methods for hydrological modeling [27,28].

Although ANNs have a severe limitation as a black-box model in terms of providing
explanatory insight into the contribution of the independent parameters in prediction, they
are undoubtedly a powerful tool for delineating nonlinearity. Furthermore, several methods
(e.g., Garson’s algorithm, sensitivity analysis, and a randomization approach) have been
suggested for interpreting the relative influence of the descriptors, and this matter has been
challenged as the inner workings of neural networks have been illuminated [29].

ANN is a structure, an element module node or neuron that is similar in structure
to human time and which is mathematically related to the function. Coefficients and
eavesdropping input variable features are known as weights and biases [30]; furthermore,
an ANN model could achieve the highest predictive performance efficiency [31]. The ANN
contains three layers including an input layer, a hidden layer, and an output layer [32].
The input node passes the input value to the hidden layer. Values are divided among all
nodes in the hidden layer based on weight. There are scales between the input node and
the hidden node, respectively, and between the hidden node and the output node. The
weight of communication is the relationship between neurons in consecutive layers. One
layer of each neuron is connected [33].

There are several studies that have reported on the application of multilayer perceptron
(MLP) neural network algorithms to find the best locations for monitoring stations along
rivers. Consequently, the main purpose of this paper is to find the optimal location of
water quality monitoring stations using Iranian Water Quality Index (IRWQI), US National
Sanitation Foundation Water Quality Index (NSFWQI) and Oregon Water Quality Index
(OWQI) indexes, taking the Qarah-Chay River basin as an example.

The innovation of this research can be divided into two main categories. In general,
the use of ANNs compared to other algorithms has features that have been used appropri-
ately in this research. ANNs is a popular and helpful model for classification, clustering,
pattern recognition and prediction in many disciplines. ANNs are one type of model for
machine learning (ML), and have become relatively competitive to conventional regression
and statistical models regarding usefulness. ANNs are a nonlinear and non-parametric
model, while most statistical methods are parametric models that need larger amounts of
statistics, which are widely used in solving various classification and forecasting problems,
particularly in the field of environmental studies such as water management. Furthermore,
ANNs can generalize; after learning from the initial inputs and their relationships, they can
infer unseen relationships based on unseen data as well, thus making the model generalize
and predict based on unseen data. Also, unlike many other prediction techniques, ANNs



Water 2022, 14, 870 4 of 16

do not impose any restrictions on the input variables [34,35]. In addition, with regard to
the novelty of this study, instead of individually predicting the parameters of pollution and
predicting their concentration and distribution in water bodies, we tried to use the total
data available cumulatively in water quality monitoring stations’ optimal locations on the
river, of which not much research has been done to this point in time.

2. Materials and Methods
2.1. Study Area

The Qarah-Chay River basin is one of the sub-basins of the Salt Lake in Markazi,
Hamedan and Qom provinces, and its most important river (the Qarah-Chay River) passes
through the cities of Astana, Shazand, Arak, Hamedan, Tafresh, Saveh and Qom; the area
of this watershed is 23,921 km2. The length of the Qarah-Chay River is 540 km and the
altitude of its main source is 2300 m above sea level. Its general slope is 0.3% and its general
route is first south-north and then west-east. Many big and small dams have been built
on this river, which has been used for agricultural purposes, and its surplus enters the
Salt Lake along with the flood flow. Also, the annual precipitation of this river’s basin is
150–450 mm. Qarah-Chay River is in Markazi province (Figure 1), an area exposed to many
pressures, particularly pollution, so determination of water quality monitoring stations in
suitable places is urgently needed.

Figure 1. Location of Qarah-Chay River in Markazi Province.

2.2. Data and Methods
2.2.1. Data Base

For optimal location of water quality monitoring stations, the collected information
is given to the MLP neural network. The values for each current sampling station enter
the input layer, and the corresponding output is the optimal location of the predicted
monitoring station. In the model training process, the proposed network is trained with a
portion of the data to find the lowest RMS error and adjust the weight of the intermediate
layers based on the amount of contamination in the samples. Samples with the highest
values of weights are considered to be the most suitable points for water quality control
and monitoring. In the proposed method, the number of middle layers and neurons of this
layer is obtained based on trial and error. In order to validate the model, part of the input
data is separated as test data to check the validity of the trained neural network model.
When the performance accuracy of the training model for training data is acceptable, the
performance accuracy of the model for test data and unknown data is measured [36].
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The collected databases are randomly divided into two educational sets (70%) and
test sets (30). According to the information related to the educational data set, the learning
model is trained and tested on the experimental model. The results are entered into GIS
as information layers after preparing the Confusion matrix and evaluating the errors. GIS
results are given to the second model of the MLP along with the extraction characteristics
from the river. Alternatives designed for output have two variables: suitable factor (1)
and unsuitable factor (0). The unsuitable factor is defined in terms of areas that are of
low importance in terms of location, and suitable areas have priority locations for the
establishment of river monitoring stations. Figure 2 shows an implementation of the
multilayer perceptron network.

Figure 2. Maps of input data locations.

Model Input Information

A database is the most important part in artificial intelligence analysis, especially
with neural networks. The data include field studies (Table 1), withdrawals of physical
and chemical water quality parameters such as pH, T (Temperature), TUR (Turbidity),
DO (Dissolved Oxygen), BOD5 (Biological Oxygen Demand), NO3 (Nitrate), PO4 (Phos-
phate), FC (Fecal Coliform), TS (Total Solid), COD (Chemical Oxygen Demand), TH (Total
Hardness), EC (Electrical Conductivity), and NH4 (Ammonium) from 42 points along the
river during spring and autumn 2020. Moreover, there are other pollution points extracted
from the river basin such as mines, landfills, industrial areas, farmlands, refineries, etc.
(Figure 2). Therefore, the input database has been prepared and compiled here based
on the information provided by the Markazi province Department of Environment, the
Markazi province Meteorological Organization, the Markazi province Industry, Mining and
Trade Organization, the Agriculture Organization of Markazi province, the Regional Water
Company of Markazi, and the Iran National Cartographic Center, at both local and regional
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levels [37]. The type of water quality parameters extracted from the river is for use in the
Iranian Water Quality Index (IRWQI) (11 parameters), US National Sanitation Foundation
Water Quality Index (NSFWQI) (nine parameters) and the Oregon Water Quality Index
(OWQI) (eight parameters).

Table 1. The type of water quality parameters used in the water quality indexes.

Index
Parameter

PH T TUR DO BOD5 NO3 PO4 FC TS COD TH EC NH4

IRWQI � � � � � � � � � � �
NSFWQI � � � � � � � � �

OWQI � � � � � � � �

2.2.2. Multilayer Perceptron (MLP) Neural Network

An ANN is a biological model of the human brain nervous system that is used to
predict, estimate, decide, and categorize input data. The structure of the ANN consists of
three layers: input, middle and output. In a multilayer perceptron (MLP) neural network,
in addition to the two input and output layers, there are several hidden layers [38]. This
network is an extended version of the conventional perceptron network, which is used to
detect and classify linearly separable data [39]. The neural network consists of two phases:
training and testing. In the training phase of this network, learning is achieved by correcting
the network error using a post propagation (BP) neural network (learning) algorithm [40].
The BP algorithm optimally adjusts the weight between nodes and minimizes errors in
the training process. For training and optimization of MLP network weights and error
calculation, optimization methods based on descent gradient, mean squared error (MSE),
Levenberg_Marquardt (LM) and scaled conjugate gradient (SCG) have been used [41]. To
solve the function of the LM algorithm, a Hessian matrix is considered [42]. The most
important role of the proposed MLP method is finding locations of the contaminated points
in the Qarah-Chay River as water quality monitoring stations.

In this research, the MLP is used in two stages (Figure 3). In the first step, used to
classify water quality parameters, an MLP consisting of an input layer with seven neurons,
an intermediate layer with fifteen neurons, and an output layer with six output neurons
was formed. In the neural network designed to communicate between neurons in the
hidden and output layers, the sigmoid transfer function (or activation function) has been
used Equation (1) [43].

α =
1

1 + e−x (1)

where α (output between 0–1), x (input), e (Napier’s constant)
In the second stage, the input of the MLP network includes features extracted from

the study area and GIS data. The output of the second model of the network shows the
relative optimization of water quality monitoring stations locations.

2.2.3. Evaluation Criteria of the Proposed Model

The performance evaluation criteria of the proposed method will include Accuracy,
Precision, Recall, f1-score harmonic mean, Mean Squared Error (MSE), Root Mean Squared
Error (RMSE) and Standard Error of the Mean (SEM) to estimate learning changes and
test in the data set. Also the confusion matrix has been used to evaluate the accuracy of
the proposed model [44]. Equations (2)–(4) show accuracy, precision, and recall, respec-
tively [45,46].

Accuracy = (TP + TN)/(TP + TN + FP + FN) (2)

Precision = TP/(TP + FP) (3)

Recall = TP/(TP + FN) (4)
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where: T(True), F(False), P(Positives), N(Negatives)

Figure 3. The flowchart of the proposed method.

Moreover, Equation (5) expresses the criterion f1-score. This criterion actually ex-
presses the degree of correlation and convergence in the measured model, which can be
calculated from the accuracy and recall factors.

F1-score = 2.(Precision . Recall)/(Precision + Recall) (5)

In the proposed method, in addition to the above criteria, the ROC (Receiver Operating
Characteristic) curve is used to express the ability and operational accuracy of the model.
In fact, the ROC curve is a structured form of the confusion matrix, in which, by increasing
the area under the AUC (area under curve) curve, the amount of OA (Overall Accuracy)
also increases and shows a better performance model.
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3. Results
3.1. Quantitative Results

In the first step, IRWQI, NSFWQI and OWQI water quality indexes collected from the
river with appropriate weighting are given to the MLP network. In the middle layer, with
the sigmoid and ReLU functions and BP learning, the learning process takes place. Then
the optimal weight indices with the least errors are selected. Based on the results of the
values calculated for each of the indexes, it is determined that agricultural and industrial
wastewater is the most prevalent cause of pollution in the Qarah-Chay River in Markazi
Province. Also, the MSE function was used to check the network error; this amount of
error decreased with an increase in the number of execution cycles. By using the Dense
and Drope-out functions, an attempt was made to prevent the phenomenon of over-fitting.
Figure 4 shows the status of MSE error changes for the IRWQI, NSFWQI and OWQI indexes.

Figure 4. MSE error changes for IRWQI, NSFWQI and OWQI indexes.

According to Figure 4, computational errors (MSE) have a decreasing trend, and as
a result, the model was able to continuously realize the extent of its erroneous estimates
since the model can learn and retrain. Also, Figure 5 shows the performance of the model
by generalizing the learning outcomes of the MLP to three categories of training, validation
and test data.

In other words, Figure 5 shows the creation of uniformity in the learning process of
the model, which shows the continuity of training and testing in the neural network. The
results of performance evaluation criteria and Confusion Matrix including Precision, Recall
and Accuracy are equal to 0.88, 0.84 and 0.88, respectively. Also, the results obtained from
the performance evaluation and Confusion Matrix of the second MLP network for the
output of alternatives and binary variables of optimal location of the monitoring station,
which include Precision, Recall and F1, are equal to 0.69, 0.67, and 0.67, respectively.

According to the ROC curves estimated by the MLP model (Figure 6), which was
used to evaluate the classification of water quality indexes in the training and experimental
data set, it is indicated that the OA values and coefficients below the graph show high
accuracy. Indeed, ROC’s results cover the accuracy estimated by the Confusion Matrix and
emphasize the optimal performance and high accuracy of the MLP model.
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Figure 5. Diagram of changes in train, validation and test of model by generalizing the learning
outcomes by MLP (a): The performance of model by generalizing the learning outcomes by MLP;
(b): The error changes for training and experimental datasets).

Figure 6. ROC change curve for NSFWQI, IRWQI and OWQI indices.
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Considering the location conditions of Qarah-Chay River and MLP model, suitable
locations for river monitoring stations have been proposed (Figure 7).

Figure 7. Classification of IRWQI, NSFWQI and OWQI indexes by MLP model (a): NSFWQI;
(b): IRWQI; (c): OWQI.

The results of the proposed MLP model suggest six water quality monitoring stations
according to the different degrees of water quality by the indexes for the Qarah-Chay River
(Figure 7). As seen in the Figure 7, the susceptibility maps of the WQI indexes variations of
the studied area are presented. Susceptibility maps provide the risk-ability rate from low-
risk to high-risk zones for demonstration of the sensitivity of the predictive model regarding
actual ground conditions [45,46]. Therefore, by conducting the susceptibility assessment,
it will be easy to categorize the high risk area and establish controlling/modification
strategies to improve the current conditions. The Figure (7) is providing the susceptibility
classification that indicated in six risk-potential classes that indicated the quality indexes
through the river. According to the figure, the east part of the river shows more quality
than the west part. According to the evaluated data and maps, it can be said that the most
important concentration of the proposed stations is in the downstream area of the river,
where the concentration of flow is significant (Figures 8 and 9). In addition, the gradient
obtained after 13 MLP network training courses is equal to 0.062299. This gradient can be
used to adapt information related to water quality indicators within stations.
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Figure 8. Gradation diagram of places classified with the MLP network.

Figure 9. Histogram of the distribution of changes in output alternatives in the MLP model.

3.2. Data Validation

The spatial approach and case implementation for the MLP model in this study
caused the model to be not directly comparable with the achievements of other researchers.
However, in order to validate and evaluate the capability of the proposed model, the
Benchmark classification was used. This type of learning is actually general and extended
learning that is used as a comparison for spatial models. In the present study, in order to
evaluate the achievements and compare the MLP model, classifications such as Support
Vector Machine (SVM), Decision Tree (DT), and Random Forest (RF) were used. These
classifications are in fact like a neural network sub-branch of machine learning and operate
in a supervised manner. Table 2 shows Accuracy, Precision, Recall and F1 of the above
classifications along with the proposed method.

Table 2. Accuracy, Precision, Recall and F1 of the SVM, DT, RF and proposed method classification.

F1 Recall Precision Accuracy

SVM 0.56 0.60 0.55 0.60
DT 0.56 0.62 0.45 0.40
RF 0.37 0.82 0.51 0.42

Proposed Method 0.85 0.84 0.88 0.88

The results of the Table 2 show the optimal performance of the proposed MLP model
for locating Qarah-Chay River water quality monitoring stations.
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4. Discussion

In this research, the multilayer perceptron (MLP) neural network was used for the
optimal location of the water quality monitoring station of the Qarah-Chay River in Markazi
Province. The MLP with BP learning process and sigmoid function was used to train
and classify water quality indicators such as IRWQI, NSFWQI and OWQI on the Qarah-
Chay River. The network output, with 88% accuracy, finds the optimal location of water
quality monitoring stations. The results of Figures 8 and 9 and Table 2 show the optimal
performance of the MLP in the optimal location of the monitoring station. Although
extensive research has not been conducted on the use of the MLP model in locating
monitoring stations along rivers, many researchers have used artificial neural networks
and MLP algorithms to measure water quality in water bodies. For instance, [47] describes
the application of artificial neural network (ANN) models for computing the total dissolved
solids (TDS) level in Jajrood River (Iran). Two ANN networks, multi-layer perceptron (MLP)
and radial basis function (RBF), were identified, validated and tested for the computation of
TDS concentrations. Both networks employed five input water quality variables measured
in river water over a period of 40 years. [48], to predict water quality parameters of Tireh
River located at South West of Iran, a multilayer neural network model (MLP) developed.
The T.D.S, Ec, pH, HCO3, Cl, Na, So4, Mg, and Ca as main parameters of water quality
parameters were measured and predicted using the MLP model. The architecture of the
proposed MLP model included two hidden layers in which eight and six neurons were
considered at the first and second hidden layers. The tangent sigmoid and pure-line
functions were selected as transfer function for the neurons in the hidden and output
layers, respectively. [49] used the multilayer perceptron (MLP) method as an ANN method
to generate temporal input data by learning the complex relationships of water quality
variables from two types of water quality monitoring systems at major boundaries. A
regular monitoring system analyzes 13 water quality variables in three layers monthly
or weekly, while the automatic monitoring system analyzes eight surface water quality
variables daily. [23] compared the Levenberg Marquardt (LM) algorithm and the Scaled
Conjugate Gradient (SCG) algorithm to develop WQI based on the ANN approach (i.e.,
ANNWQI). It was observed that the LM algorithm outperforms the SCG algorithm for
prediction of the ANNWQI of Indian streams, while the Bayesian Regularization algorithm
was not found to be suitable for the same purpose in the present study. Also, it observed
that both the LM and SCG algorithms generate robust predictions when the hidden layer
contains ten neurons.

The main difference between this paper and other studies in this field is that most
of the research has focused on the parameters of water pollution and predicting their
distribution, while this research is beyond this level. Based on the available data (13 water
quality parameters for three different indicators and the dispersion of polluting units
around the river), we compared the efficiency of international and national indicators in
locating the best river monitoring stations. Also, another difference between this study and
other studies is the complexity of the structure of the MLP model in this study with other
studies comparing the number of neurons used.

The artificial neural network algorithm used in this research is generally usable in
other rivers of the Central Plateau of Iran, because the nature of the pressure factors on the
rivers in this part of Iran, which depend on economic and agricultural factors, is almost
the same. However, considering the climatic and geomorphological differences in each
watershed can have a positive effect on improving the quality of the optimal location of
monitoring stations.

Machine learning models (supervised or unsupervised) are always a function of the
primary data set that can be used to improve their learning and to classify or predict the
proposed alternatives with higher accuracy.

However, one of the disadvantages of an ANN is that it is a black box model, so
it could not explain the mechanism happening inside the process. In ANN black box
modeling, the output variables are predicted on the basis of their individual relations with
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the input variables. Therefore, in ANN modeling, the sample size or data must be large
to prevent the overfitting prediction. Although extensive primary and educational data
sets play a very important role in the model teaching and learning process, since the most
important limitation to developing such models, particularly MLP, is the available database.
This is because in order to run the model more accurately, in addition to water quality
data, other data such as climatic and environmental information are needed, which in
many cases can be difficult to prepare. In addition, due to the long length of rivers and the
geomorphological diversity around the river, the application of topographic features in
the model will be very time consuming and difficult and remain as the main obstacle in
such studies.

5. Conclusions

The ANN approach is an effective tool for the prediction of parameters of an envi-
ronmental ecosystem, particularly rivers, if a large quantity of data sets is available for
the fulfilment of the required purpose. This approach overcomes the limitation of the
uncertainty issue experienced by prevalent conventional water quality indexes. The ANN
approach also gives an accurate prediction of the outcome, even if a mistake is committed in
measuring or entering a few data in the datasheet, provided the ANN model is developed
using a large number of data sets. To get the best prediction of outcome by the ANN model,
a variety of data sets should be used, including the extreme cases. The ANN approach is
also highly useful in environmental studies in order to predict the value of some of the
parameters, which are difficult, time-consuming, or costly. These merits offered by the
ANN approach make it a sought-after and quite useful technique for environmental and
hydrological studies.

In this paper, the MLP network has been used for the optimal location of water
quality monitoring stations of the Qarah-Chay River in Markazi Province, Iran. For this
purpose, first by conducting field studies and using river information provided by various
organizations, the general conditions of the area and the catchment area around the river
have been determined. Then, using water quality indicators including IRWQI, NSFWQI
and OWQI indexes, the parameters were weighted and entered into the MLP model as
input data. The hidden or middle layer of the model was dedicated to calculations and
performance measurements and was explained with the aim of optimal location (output
layer). Furthermore, all simulation steps have been done in MATLAB R2021b software.
The results of the study are examined by the Confusion Matrix and ROC, and finally the
model is classified by SVM, DT, and RF. The results of these evaluations (six proposed
monitoring stations) and comparisons show the optimal performance and high accuracy of
the proposed model compared to the above classifiers.

Although this study uses a MLP network to optimally locate the water quality moni-
toring station, it was also suggested that future research in this area should include deep
learning models such as DNN (Deep Neural Network) and CNN (Convolutional Neural
Network). Also, in order to improve the accuracy of locating water monitoring stations
on rivers, the use of weighting approaches, probabilistic and geo-statistical models, and
environmental conditions, especially soil quality, should be used for more extensive and
accurate modeling estimates. In addition, increasing number of sampling points could
improve the accuracy of proposed method in similar climatic regions.

The proposed algorithm is not limited to the particular problem of water quality mon-
itoring locations in a river network. The proposed idea can be adapted to the problems of
other types of networks, such as sewerage and water distribution. The key idea underlying
the proposed algorithm has the potential to contribute to the wider research community
with regard to optimization practices for cases in which the cost function takes a similar
form. Decision-makers can use the results of this study, in addition to the optimal location
of water quality monitoring stations along the river, to better manage existing land use and
future development plans, because in practice the results of this study indicate the areas
with the highest levels of pollution are concentrated there (stations) and need very serious
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attention, especially upstream. The results of the use of the model provides important
information that is used to fix issues in the study and management of water resources
quality and are therefore useful for policymakers in helping build monitoring systems for
the near future.
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