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Abstract: The industrial production of chemicals, including the manufacture of mineral fertilizers, is
often associated with the need for the disposal of highly mineralized brines through their discharge
into surface water bodies or an underground water-bearing layer. When dealing with surface water
bodies, the problem of the hyporheic zone effect could substantially influence the process and,
thus, must be examined. We consider a two-layer system (liquid–porous medium) for a detailed
assessment of the importance of considering the hyporheic zone during the modeling of brine
discharge. A three-dimensional numerical simulation of brine transport is performed for parameters
close to the characteristics of the media and flows typical for natural water bodies. The dynamics
of a saturated brine in a two-layer system are studied for the period of brine discharging and after
the cessation of the disposal, and the accumulation of salts in the bottom porous layer is assessed.
Calculations show that a significant amount of impurities is observed not only near the water body
bottom but also throughout the entire thickness of the porous layer. Moreover, the obtained data
reveal that the effect of vertical stratification dramatically influences the brine discharge process
and leads to propagation of the brine into the porous medium with a velocity that is three orders of
magnitude higher than the filtration rate in the horizontal direction. As a result, the heterogeneity
in the depth distribution of the impurity concentration is significant. In particular, the maximum
concentration of salt in the hyporheic zone exceeds those near the river surface by hundreds of times.
Impurities accumulated in the water-bearing layer of the river bottom are nonhazardous at low-
and medium-flow rates. However, with an increase in the river flow intensity—for example, during
the flood period or caused by operating regime of a hydroelectric power plant—the accumulated
contamination may become an intensive source of pollution, which significantly limits the water
use regime.

Keywords: water bodies; discharge of waste liquids; transfer and accumulation of contaminants in
porous medium; water quality modeling

1. Introduction

Density stratification effects appearing due to a heterogeneous distribution of impuri-
ties play an essential role in the formation of the hydrological and hydrochemical regimes
of water bodies [1–3] and adjacent areas [4–7]. In particular, at concentrations of heavy ele-
ments more than 1 ppm, water flow behavior is governed by vertical stratification effects [8].
These effects also influence the dynamics of groundwater flow and the assimilation process
in soil [9].

The above issues are even more relevant for water bodies near the areas of large-
tonnage industrial salt production [10], such as the watershed of the upper Kama river,
where one of the world’s largest deposits of potassium and magnesium ores is located [8].
The occurrence of high-concentration impurities in this water body is related to the pecu-
liarities of the ore beneficiation process, which has to be performed in the aqueous phase
(about 3 m3 of water is required to dissolve 1 t of ore) and involves the utilization of highly
mineralized brines [11,12].
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A characteristic feature of excess brine disposal from ore-processing plants is their sig-
nificant mineralization (∼300 g/L) and, accordingly, high density (∼1200 g/L). Under the
conditions of controlled disposal of brines, the chemical composition of the discharged
waste water is usually considered to be pre-assigned, while the controlled quantity is the
flow rate of the discharged waste, which depends on the hydrological and hydrochemical
regime of the waste water receiver [13]. At the same time, an increase in the production ca-
pacity of PJSC “URALKALI” or production startup at the new “EuroChem” and “ACRON”
chemical plants will inevitably lead to an increase in the amount of discharged brines
up to 20 million t/year [14]. Therefore, the study of the behavior of highly mineralized
brines in water bodies is of considerable importance both from the technological and
ecological viewpoints.

The characteristic features of the hydrological regime of the Kama river (Kama reser-
voir) in the area of excessive brine discharge are the significant annual fluctuations of water
levels (∼8 m) as well as the presence of ice-formation phenomena. These factors play
a decisive role in determining the design of outlets—in particular, the outlets should be
located near the river bottom to prevent drying and ice damage [14].

The applied aspects of jet discharges of waste water and the initial dilution of saline
solutions have been investigated in several works [15–21] considering the economic and
technical constraints. However, in the above studies, the bottom of water bodies was
assumed to be a solid impermeable boundary. This excludes from the consideration the
processes occurring in the soil of the river bottom, which may have a direct impact on the
assimilative capacity of water bodies. Moreover, during the distribution of brines, filtration
in the bottom soil is one of the processes that is responsible for the formation of physical
and chemical parameters of aquatic ecosystems because water in the river bed can mix
with groundwater and return back to the water body after moving for some distance [9].

The part of the river bed consisting of sediment or other permeable porous medium,
where the mixing of shallow groundwater and surface water proceeds, is called the hy-
porheic zone [22]. The hyporheic zone is known to be of crucial importance for the trans-
portation and transformation of naturally dissolved substances and is also a habitat and
refugium for aquatic organisms [23–27]. Hyporheic exchange depends on the porous
medium permeability and hydraulic head gradients [28–33].

At the same time, the exchange can be significantly influenced by the channel mor-
phology, such as meanders, ripples, streaks or other obstructions [30,34–38]. Clearly, if the
groundwater and surface water is under a mass transfer process, the contaminants can be
transferred from the surface water to the groundwater and vice versa [39–41]. This can
produce a double effect: the intensification of contamination propagation and improvement
of the water quality, e.g., through nutrient recycling or retention and transformation of
organic compounds in the hyporheic zone [42–49].

The exchange of dissolved matter and biogeochemical reactions in the hyporheic zone
are governed by parameters, such as hyporheic exchange flux, sediment residence time and
the biogeochemical environment [32,50–54]. Regarding the growing interest in the study of
hyporheic zones, many works have been devoted to not only in situ but also laboratory
experiments investigating the magnitude and direction of water exchange [27,55–57]. Nev-
ertheless, the observation of hyporheic exchange processes is mostly performed through
field studies, which, however, cannot provide full understanding of these processes and
their generalization.

Compared to field studies, the laboratory studies and the numerical simulations allow
controlling various factors, such as permeability, water levels or discharges [58]. Currently,
numerical modeling is one of the most effective tools for better understanding the physical
principles of the complicated dynamics at a porous medium-free water interface. Compared
to field studies and laboratory experiments, this method has the advantage of studying
the process with high resolution in space and time. This is particularly important for
groundwater, where high spatial resolution measurements are difficult to obtain.
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However, the verification of numerical models requires the acquisition of reliable
experimental data. Numerical modeling of a flow in the hyporheic zone is generally per-
formed by combining a surface water flow model with a porous sediment flow model
while considering different time scales. One-way sequential coupling is a commonly used
approach in which the pressure distribution of surface water is used as the boundary condi-
tion of the groundwater model without considering the feedback between the groundwater
and surface water [59–63].

Some coupled models accounting for subsurface-surface feedback and vice versa
(e.g., [64]) and fully coupled models, such as the integrated hydrological model [65] or
Hydro GeoSphere, have also been applied to describe groundwater and surface water
exchange [66–68]. These models use the two-dimensional diffusion-wave approximation of
the Saint-Venin equations for surface water and the three-dimensional Richards equation
for the geological medium.

In these models, exchange flow terms were introduced to solve the system of equations
simultaneously. In [69], a fully coupled hyporheic zone model, which uses Open Source
Field operations and manipulations (OpenFOAM), was described. The Navier–Stokes
equations used for surface water were coupled with the Darcy equation by the flow
boundary conditions at the interface via the iterative algorithm. In this study, the three-
dimensional Navier–Stokes equations were used for the whole system.

To our knowledge, there are no studies in the literature that use an integral modeling
approach to consider stratification effects in turbulent flows and the processes of transfer
over and within the porous medium. This paper presents the results of numerical simula-
tions of impurity transport in a two-layer system of fluid and fluid-saturated porous media,
which were performed for parameters corresponding to flows in natural water bodies dur-
ing excess brine disposal. The model describes the turbulent effects arising in the hyporheic
zone. Numerical simulation was performed using ANSYS Fluent Simulation Software.

2. Materials and Methods
2.1. Geometry and Mesh

The three-dimensional numerical simulation included two stages. In the first stage,
the discharge of waste water from the slot-shaped outlet located at the bottom of the
river across its bed was studied. The computational domain shown in Figure 1 represents
a rectangular parallelepiped with a single source in the form of a rectangular slot of height
h = 0.1 m and width l = 10 m, which is centrally located in the vicinity of the bottom at
equal distance from the side walls of the domain (the geometry of the discharge source was
adopted from [13]). The saline solution with a concentration of C0 flows out from the slot
at a constant velocity ~u.

The depth of the reservoir is 10 m, the width of the computational domain is 30 m,
and its length L is 200 m. These values correspond to a wide river (such as Kama river),
and, at the same time, the domain is large enough to carefully consider a part of the water
body that is mostly influenced by the discharge. The brine may substantially affect the
hyporheic zone parameters. In particular, the depth of the hyporheic zone can grow because
of downstream flows caused by the discharge. Therefore, it is necessary to consider the
entire permeable layer in a river bed. We use the usual value of the water-bearing layer
depth at a river bottom for the porous layer thickness; thus, dp = 4 m.

The bottom soil consists of sand characterized by permeability, K = 10−13 ÷ 10−15 m2,
and porosity, m = 0.5 (in the presented results K = 10−13 if not specified). The inflow
velocity of the saline solution corresponds to the minimum flow rate of 0.02 m3/s used to
obtain lower-bound estimates of the accumulative effect of the bottom soil. The velocity of
the main flow is ~V = 0.1 m/s (which is a 45 typical value for Kama river [70]). The flow is
turbulent and characterized by Reynolds numbers on the order of 106.
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Figure 1. Geometry of the computational domain containing a culvert pipe in the form of a slot
located near the bottom.

The result of discretizing the computational domain into elements was a mesh with
refinement near the outlet (see Figure 2). The small size of the elements at the interface
between the surface water and subsurface layers made it possible to consider drastic
velocity gradients at the interface. The number of nodes in the longitudinal direction was
256 × 64 and was −45 in the transverse direction. The total number of nodes was 737,280.
The minimum spatial step size was 0.001 m, and the maximum size was 1 m. The minimum
area of the mesh element was 1.0 · 10−6 m2, and it was located at the interface near the
discharge source, while the maximum area of the element was 0.001 m2, and it was located
in the water surface at a considerable distance from the slot. The mesh was created in
ANSYS Meshing Software.

Figure 2. Geometry of the computational domain, including the culvert pipe opening in the form of
a slot located near the bottom on the left. The gray color shows the plane section of the computational
domain (plane y = 15 m). The green color indicates the boundary between the composite and porous
media. The outlet of the computational domain is shown in red. The location of the porous medium
is shown in yellow.

2.2. Mathematical Model

Numerical modeling of the propagation of saline waste water in the river was per-
formed within the framework of a three-dimensional approach. The calculations were
based on the k− ε model describing turbulent mixing. The problem was solved by applying
a nonstationary isothermal approach. The equations of motion in tensor representation for
quantities averaged over the Reynolds are as follows [71,72]:

∂(mρ)

∂t
+

∂

∂xi
(ρvi) = 0, (1)
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∂

∂t

(
1
m

ρvi

)
+

∂

∂xj

(
1

m2 ρvivj

)
= − ∂p

∂xi
+

∂

∂xj

[
µ

m

(
∂vi
∂xj

+
∂vj

∂xi
− 2

3
δij

∂vl
∂xl

)]

+
∂

∂xj

[
µt

m

(
∂vi
∂xj

+
∂vj

∂xi

)
− 2

3

(
ρk + µt

∂vl
∂xl

)
δij

]
+

µ

K
vi + ρgi,

(2)

where ρ is the density; vi are the components of the velocity vector (i = 1, 2 and 3, which
correspond to the x, y and z axes); µ is the kinematic viscosity; and m and K are the porosity
and permeability of the porous medium, respectively. Turbulent viscosity µt is the function
of the turbulent kinetic energy k and its dissipation rate ε,

µt = ρCµk2/ε, (3)

where Cµ is a constant.
The equations for the turbulent kinetic energy and its dissipation rate are written as:

∂

∂t
(ρk) +

∂

∂xi
(ρkvi) =

∂

∂xj

[(
µ +

µt

σk

)
∂k
∂xj

]
+ Gk + Gb − ρε, (4)

∂

∂t
(ρε) +

∂

∂xi
(ρεvi) =

∂

∂xj

[(
µ +

µt

σε

)
∂ε

∂xj

]
+ C1ε

ε

k
Gk − C2ερ

ε2

k
. (5)

Here, Gk = µtS2 is the generation of the turbulent kinetic energy due to the average
velocity gradient; gj is the gravitational gravity; Prt is the turbulent Prandtl number;

C1ε, C2ε, σk and σε are the constants; and S =
√

2SijSij is the norm of the tensor of the
average strain rate, where

Sij =
1
2

(
∂vj

∂xi
+

∂vi
∂xj

)
. (6)

The equation of the turbulent kinetic energy includes the term

Gb = −
gj(µt/ρ)

Prt

∂ρ

∂z
, (7)

which describes the generation of the turbulent kinetic energy due to buoyancy. In the case
of stable stratification ∂ρ/∂z < 0 and, due to the fact that the gravity acceleration vector ~g is
directed vertically downward, the above term is negative, which means that the turbulent
kinetic energy decreases due to buoyancy. This phenomenon is discussed in detail in [70].

It is assumed that the turbulent transport of matter at a given time and at an arbitrary
point of space is determined by the average concentration gradient taken at the same point
of space and at the same time (the Boussinesq hypothesis).

∂

∂t
(ρ c) +∇ · (ρ v c) = −∇ · J. (8)

Here, ∇ = ∂/∂xj is the nabla operator, and J is the vector of the impurity diffusion
flux defined by the expression:

J = − ρ(Dm + Dt)∇c, (9)

where Dm is the coefficient of molecular diffusion, and Dt is the effective coefficient of
turbulent diffusion related to the turbulent viscosity µt by the expression Dt =

(
µt
/

ρ
)/

Sct,
where Sct is the turbulent Schmidt number.

2.3. Boundary Conditions

The boundary conditions for Equations (1)–(9) are given below for different boundaries
of the system. In the problem under consideration, the no-slip condition and the zero-
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mass flux condition were imposed on the rigid boundaries, which were the river bottom
and banks:

vx = vy = vz = 0,
∂c
∂n

= 0, (10)

where n is the vector normal to the boundary.
The velocity of the main flow (the vector of the flow velocity of the surrounding

medium was perpendicular to the inlet boundary ~V = {V, 0, 0}) was set at the inlet of
the computational domain; the concentration was assumed to be equal to the background
concentration of contaminants in water:

vx = V, vy = 0, vz = 0, c = C0. (11)

The upper boundary of the region, corresponding to the free surface of the fluid, was
assumed to be non-deformable and to satisfy the conditions for the absence of the normal
velocity component, tangential stresses and impurity flow

(v · n) = 0,
∂vx

∂xz
+

∂vz

∂xx
= 0,

∂vy

∂xz
+

∂vz

∂xy
= 0,

∂c
∂n

= 0. (12)

The condition at the outlet of the computational domain was the balance of mass:∮
Sin

ρvindS−
∮

Sout

ρvoutdS = 0. (13)

The parameters Prt, Sct, G1ε, C2ε, Cµ, σk and σk used in Equations (1)–(9) are the em-
pirical constants, and their values are taken from [71]: Prt = 0.85, Sct = 0.7, C1ε = 1.44,
C2ε = 1.92, Cµ = 0.09, σk = 1.0 and σε = 1.3. The kinematic viscosity was taken to be equal
to µ = 9.34 · 10−7 m2/s, and the molecular diffusion coefficient was D = 1.8 · 10−9 m2/s [73].

Special consideration is given to a quadratic dependence of density on the concentra-
tion ρ = ρ0 + Ac + Bc2 (ρ0 = 999.993 kg/m3) with the density difference along the depth
being ten percent [70]. The initial data were a zero impurity concentration throughout
the water body and the equality of the basic flow velocity to the velocity at the inlet of
the computational domain. The finite-volume method was used to perform numerical
calculations. The spatial discretization of the problem equations was performed based on
the second-order accuracy scheme. The temporal evolution was modeled using an explicit
second-order approximation scheme.

2.4. Model Verification

The cases studied by Kinzelbach [74] and Broecker et al. [75] were used to verify
the transport application code of the integral equation solver, which was implemented in
a domain containing zones of different porosity and permeability. The simulation results
were compared with the results of the analytical model applied to the one-dimensional
problem of continuous injection considered in [74]. The one-dimensional 10 m long region
was divided into two equal parts. One half consisting of water had a porosity of 1, and the
other half consisting of soil and water had a porosity of 0.3 that corresponds to an effective
grain diameter of 0.01 m (Figure 3). A constant flow with the passive impurity concentration
taken as an indicator, with a molecular diffusion coefficient of 10−9 m2/s, was set at the
inlet of the computational area. The inlet flow rate was fixed at the level of 0.01 m/s.

The evolution of the concentration front is shown in Figure 4. At the initial time, the
computation area was filled with pure water without impurities. According to the adopted
computational scheme, the concentration front propagates through the medium without
changing its structure.

The simulated curves of indicator invasion under conditions of constant injection
were compared with the analytical results and showed good agreement in the case of
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transporting conservative indicators through surface water and underground as seen in
Figure 5.

Figure 3. Schematic representation of the problem of continuous injection in the area containing
zones with different porosities and permeabilities.

Figure 4. Temporal evolution of the concentration front in the continuous injection problem.

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  2  4  6  8  10  12

100 s 250 s 400 s 550 s 650 s

c 
[m

g/
l]

x [m]

Figure 5. Comparison between simulated (points) and analytically calculated concentrations (lines)
found in [74] under conditions of constant injection.

3. Results of Numerical Modeling
3.1. Dynamics of the Brine in the River with Sandy Bottom

The numerical simulation of the disposal of excess brines with salt concentration
C0 = 300 g/L [13] was conducted over a period of 24 h. As already mentioned, the brine
propagation velocity u was 0.2 m/s, and the velocity of water flow in the river was
V = 0.1 m/s. The average velocity of the fluid motion in the water-saturated layer of the
river bottom was 10−7.
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Figure 6 shows the concentration fields for different times after the brine discharge,
starting in initially clean water and porous media. The brine spreads with the main stream,
and, under the action of gravity, a considerable part moves into the porous medium.
In accordance with the regulations, the maximum permissible concentration (MPC) for
chlorides in drinking water should not exceed 0.35 g/L and, in fishery waters, 0.3 g/L.
The MPC of sulfate in drinking water is 0.5 g/L and is 0.1 g/L in fishery waters. In order
to assess compliance with the permitted standards, in Figure 7, the evolution of the salt
concentration in the range from 0 to 1 g/L is shown. After 24 h (86,000 s) from the beginning
of the brine discharge into the water body, an excess of MPC is observed not only in the
bottom layers but also near the river surface.

Figure 6. The impurity concentration fields in a vertical section in the middle of the computation
domain. The concentration scale is from 0 to 300 g/L.

Figure 7. The impurity concentration field in a vertical section at the middle of the calculation domain.
The concentration scale is from 0 to 1 g/L.

As can be seen from Figure 6, the depth distribution of impurities is characterized
by considerable heterogeneity: heavy impurities are accumulated near the bottom. In the
saturated porous medium, the brine spreads vertically downward because the gravity
sedimentation of heavy impurity is prevalent in the slow horizontal filtration flow. In the
course of time, a non-zero concentration of impurities is observed at a greater distance
from the source, and brine accumulation occurs mainly at the porous layer under the river.
The estimation of heterogeneity of the concentration distribution throughout the depth of
the river shows that, at short distances (a few meters) from the source, the salt concentration
at the bottom exceeds its concentration near the surface by hundreds of times.

After 12 h, although the dilution process proceeds further, the concentration at the
bottom remains practically unchanged. The calculations show that the fluid flow in a free
medium become more turbulent in the presence of heavy brines. At an average flow
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velocity of 0.1 m/s, velocity pulsations reach 3 m/s (see Figures 8 and 9). During brine
discharge, the motion near the free surface has the highest kinematic energy (Figure 9a).
Vortices of minimum intensity are localized near the bottom; the isosurface of the velocity
magnitude of 0.1 m/s is shown in Figure 8a. Such flow patterns determine the transport
of brines for long distances from the discharge source, which is similar to a creeping flow.
The turbulent diffusion does not lead to complete mixing of impurities with the river water;
the propagation of brines through the river bottom occurs without a noticeable decrease in
their concentration.

Figure 8. The impurity concentration field shown on an isosurface of velocity magnitudes of
(a) 0.1 m/s and (b) 0.2 m/s after 24 h of the discharge starting.

Figure 9. The field of kinetic turbulent energy in a vertical section at the middle of the computational
domain: (a) for brine flow at a velocity of 0.2 m/s from a linear source of height 0.1 m and length
10 m over a period of 24 h and (b) for the same source of pure water.
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The change in the energy characteristics of the system as a result of disposal of the
worked-out brines is demonstrated in Figure 9. Values of the turbulent kinetic energy
in a vertical section at the middle of the computational domain are shown for the brine
flowing out at a velocity of 0.2 m/s over a period of 24 h and for pure water. The vortex
structures generated during propagation of brines grow in size in the horizontal direction
with distance from the discharge source (Figure 9a). In the case of pure water outflow,
an increase in the turbulent energy is observed only in a thin layer near the porous medium
boundary (Figure 9b).

In order to investigate the intensity of the salt accumulation in the soil for different
permeabilities, we plotted dependencies of the salt concentration at a depth of 2 m as
a function of time (Figure 10). A significant increase in concentration is observed during
12 h near the outlet and during 6 h at a 200 m distance. After those times, saturation
is observed, and the concentration almost does not change with time. As one can see,
the rate of salt penetration into the soil is weak and depends on the permeability of the
porous media for the parameters typical for hyporheic zones. This can be explained by the
prevalence of the diffusive mechanism of the porous media saturation at long times.

 0

 5
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 25

 30

 2  4  6  8  10  12  14

200 m

100 m

 50 m

c 
[g

/l
]

Time [h]

K = 10−13 K = 10−14 K = 10−15

Figure 10. Evolution of the salt concentration at 2 m deep inside the hyporheic zone of 4 m total
depth at distances of 50, 100 and 200 m from the brine source for different permeabilities of the
porous medium.

3.2. Dynamics of Brine Effluent from the Sandy River Bottom

After the brine discharge has been interrupted, the salt concentration in the free liquid
layer decreases within a few minutes. An intensive dilution process is observed. At the
same time, the salt accumulated in the porous medium layer becomes a new source of
contaminant disposal into the water bodies. In the absence of waste water discharge for
24 h, only near half of the salt amount is removed from the soil (see Figures 11 and 12).
The remaining amount of salt is washed out gradually, provided the hydrological regime
of the water body does not change. As the flow intensity of the river decreases, the rate
of impurity removal from the porous medium also decreases. The rate of the salt removal
almost does not depend on the permeability coefficient of the porous medium because the
process of removal is governed by the diffusion intensity in the hyporheic zone.
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Figure 11. Variation of soil impurity concentration with time at a depth of 2 m at distances of
50, 100 and 200 m for different permeabilities after the cessation of brine disposal.

Figure 12. The impurity concentration in a vertical section at the middle of the computational domain
after the cessation of brine disposal.

The accumulating capacity of the river bottom depends on the composition of the
bottom soil. The calculations show that, if the river bottom consists of a sand and gravel
mix without a high loam content, the concentration of salts in the bottom soil can exceed the
MPC by thousands of times (see Figure 6). The accumulated impurities in the water-bearing
layer of the bottom are safe at low- and medium-flow rates. When the river flow increases
during the flood period, they can become an intensive source of water body pollution,
significantly limiting the water consumption regime for downstream water users.

4. Discussion

The calculations show that the brine discharge near the river bottom leads to rapid
sedimentation of the salt into the porous media layer. In particular, due to a substantial
difference between the brine and pure water density, the vertical downwards flow reaches
0.2 mm/s while the value of the average horizontal filtration rate is 10−4 mm/s. Therefore,
during the first hour, almost all discharged salt is accumulated by the porous medium.
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The dependence of the rate of salt absorption by the porous layer in percentage to the
discharge rate is shown in Figure 13(1).

After 2 h of waste disposal, the brine reaches the porous medium bottom near the brine
outlet, and the process of the accumulation associated with convective motion of the dense
brine slows down. At the same time, the impurity continuous to spread in the free water
of the river. Therefore, the area affected by the brine rises, which leads to intensification
of the diffusion of salt into the porous layer. As a result, after 4 h of discharge, the salt
absorption rate of the porous medium begins to grow. After 5 h, the diffusion mechanism
of salt transport also slows down. Figure 13 represents the rate of salt washout from the
porous layer when the brine discharge is over (see line (2)). A fully saturated hyporheic
zone becomes a source of salt pollution, with the output up to 36 percent from the initial
brine discharge rate.
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Figure 13. The dimensionless rate of salt absorption by the porous layer (1) and the dimensionless
rate of salt desorption from the saturated state after stopping the brine discharge (2).

It is generally believed that a higher flow rate in a water body leads to more intensive
dilution processes, i.e., a lower concentration of contaminants in the water should be ob-
served. However, our calculations show the possibility of the accumulation of a substantial
amount of salt in the hyporheic zone. Thus, during high floods due to a soil washout, the ef-
flux of contaminants into the river can have an explosive nature. Therefore, the river bottom
near areas of heavy impurity disposal has to be considered as an accumulative source of
pollution that creates a threat to safe water use for downstream human settlements.

Conventional approaches in which the maximum concentration of pollutants imposing
constraints on the river water consumption is considered only as a consequence of their
distribution in a free flow cannot provide a comprehensive explanation of the observed
impurity accumulation and distribution effects in water bodies with a hyporheic zone. It
is necessary to analyze the accumulative properties of the river bottom, i.e., to solve the
problem of free-stream motion over the porous water-bearing layer. Heavy contaminants
can result in a sharp increase in the content of contaminants in the river bottom substrate
in the vicinity of discharge areas. Such challenging problems often arise at industrial
complexes associated with heavy waste waters in the case of the disposal of excess highly
mineralized brines into water bodies, where, due to significant year-to-year fluctuations
in the water levels and ice regime, the bottom disposal of wastewater is considered to be
a preferential option.
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5. Conclusions

The numerical simulations performed in this work provided data on the distributions
of pollutant concentration through the depth of the water body and in the bottom soil
substrate as a result of ’heavy’ wastewater discharge. Significant heterogeneity of the
impurity distribution was observed not only near the river bottom but also in the water-
saturated layer of the porous medium. In the porous medium near the brine outlet,
the impurity propagated vertically downwards at a velocity that was three orders of
magnitude higher than the filtration rate in the horizontal direction. With time, a non-zero
concentration of impurity was observed at a large distance from the source, and substantial
accumulations of salt occurred at the river hyporheic zone.

The evaluation of heterogeneity at the depth of the impurity concentration showed
that, at short distances (of the order of a few meters) from the source, the concentration
of the impurity at the bottom was thousands of times higher than near the water body
surface. The dilution of impurity that occurred thereafter did not dramatically change
the concentration at the bottom of the hyporheic zone. The accumulated impurities in the
water-bearing layer are safe at low flow rates; however, as the river flow increases during
the flood season or, for example, caused by the operating regime of a hydroelectric power
plant, they may become an intense source of pollution, which should be considered. Thus,
the discharge of waste water with heavy impurities must be organized in such a way so as
to ensure that the volume of discharged water waste corresponds to the actual flow rate in
the water body and the accumulative capacity of the river bottom.
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