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Abstract: The stationarity test and systematic prediction of hydrometeorological parameters are be-
coming increasingly important in water resources management. Based on the Ensemble Kalman Filter
(EnKF) and wavelet analysis, this study selects precipitation, evaporation, temperature, and runoff
as model variables, builds a model, tests and analyzes the stationarity of the hydrometeorological
parameters of the Manas River, and forecasts the selected parameters for two years. The results of the
study show that during the 2000–2020 study period, precipitation in the Manas River Basin on the
northern slope of the Tianshan Mountains shows a significant downward trend from 2016 to 2020,
with an annual average decline rate of 23.30 mm/a over five years. The proportion of runoff during
the flood season also increases, with the statistical probability of an extremely low value of runoff
increasing by 37.62% on average. After using wavelet decomposition to provide input to EnKF, the
NSE of the model for the prediction of precipitation, evaporation, temperature, and runoff reached
0.86, 0.89, 0.96, and 0.9 respectively. At the same time, the K-S value increases from 0.28 to 0.40, which
means that the wavelet analysis technique has great potential as a preprocessing of the Ensemble
Kalman filter.

Keywords: hydrological prediction; Ensemble Kalman Filter (EnKF); wavelet analysis; Manas River
Basin; Tianshan Mountains in Central Asia

1. Introduction

Natural and man-made interference increases the fluctuation range of the water cycle
and affects its stability over a long historical period. Global warming has led to increased
vulnerability and uncertainty of water resources. Many studies have observed the impact
of climate change on the hydrological system and are expected to persist in the future [1–4].
The most profound and extensive changes in the water cycle are changes in rainfall and
runoff, which will affect the activities of animals, plants, and groundwater and alter regional
biomass and land surface components. At the same time, the water cycle can change surface
energy and water energy distribution in the form of latent heat, supporting the existence of
the ecosystem and biosphere [5]. Some studies show that a future rise in global temperature
may affect the distribution of water resource availability, thus triggering extreme climate
and hydrological events [6–8]. As large-scale meteorological activities (such as monsoon
and ocean currents) and micro hydrological activities (such as leakage flow and infiltration)
are difficult to be directly controlled by people, developing water purification and treatment
processes may be an effective way to solve the availability problem of water resources [9,10].

In recent years, scholars have studied the spatio-temporal variation trends of hy-
drological parameters across several regions based on different scales, using a variety of
analysis methods [5,11]. Their investigations have established a series of algorithms and
hydrological models with good simulation capabilities. Hewlett and Hibbert proposed
the distributed hydrological model named Variable Source Area Concept (VSAC), which
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provides a more widely accepted conceptualization of streamflow generation in watersheds
scale [12]. Abbott et al. proposed the Systeme Hydrologique Europeen (SHE) in 1986 [13].
In 1994, the United States Department of Agriculture presided over the development of
the SWAT model. The common point of these hydrological models is the requirement of
high-precision and high-resolution observation values, as otherwise the simulation accu-
racy caused by errors of basic data will be enlarged. However, the response of these early
models is generally obtuse when dealing with extreme events, especially floods [14,15].

In recent years, parameter estimation methods, when applied to precision analysis,
have obtained excellent results. Laio et al. (2009) analyzed and calculated the selection
criteria of hydrological parameter models and provided general methods to test the quality
of hydrological models [14]. Xie et al. (2010) used the set filter equation to carry out the
distributed simulation of watershed hydrology and achieved potential results in processing
large-scale data [16]. Chen et al. (2020) constructed a deep circulation neural network and
integrated past information about meteorological parameters in the neurons to build a
prediction model [8]. Clark et al. (2008) proposed a prediction model through numerical ex-
periments under streamflow observations, which showed a high regional universality [17].
Most of these works achieved good prediction results across different study regions.

The Ensemble Kalman Filter is a very popular data assimilation method, which
is applied to various dynamic models including ocean, atmosphere, and land surface
models [18]. Ensemble Kalman Filter-based (EnKF) methods are becoming more and more
popular in these fields, due to the relatively easy implementation of filters, the improve-
ment of computing power, and the evolution of natural prediction errors in EnKF schemes.
A number of reviews have been published recently, each collating parts of the development
of data assimilation. Bannister et al. (2017) give a comprehensive review of operational
methods of variational and ensemble-variational data assimilation [19], Houtekamer and
Zhang (2016) review the Ensemble Kalman filter with a focus on atmospheric data assimila-
tion [20].

Research on the ensemble data assimilation method began in 1994 with the introduc-
tion of the Ensemble Kalman Filter by Evensen et al. [21]. A few years later, Burgers et al.
(1998) introduced the use of disturbance observation at the same time to correct the low
propagation of the previous analysis ensemble [22]. Pham et al. (1998) introduced the
first alternative to the original EnKF in the form of a singular “evolutionary” interpolation
Kalman (SEIK) filter [23]. The SEIK filter formulates the analysis steps in the space spanned
by the ensemble, so it is particularly effective in the calculation.

Hydrological systems in arid areas are particularly vulnerable to climate change [7,24].
The extreme climate events triggered by climate change will continuously exert a negative
impact on crops, such as frost [25]. The study of Donnelly et al. constructed a relationship
between climate change and inland extreme flood events through a dynamic method [26].
According to data from the European Space Agency for 2015–2020, the direct economic loss
caused by global natural disasters is 200 billion euros per year. Meteorological disasters
account for more than half of these disasters, with drought and flood caused by water
cycle changes accounting for 75% of meteorological disasters [27]. Environmental change
in arid areas is closely related to climate change [5]. Therefore, in-depth research on the
spatio-temporal distribution and change trend of extreme events in arid areas is helpful
for understanding extreme climate and hydrological events. However, there is a limited
number of meteorological and hydrological stations in the Manas River Basin, causing a
lack of reliable statistical data, and most of the stations are distributed in the low mountain
plain areas. In this study, the station monitoring data of the National Climatic Data Center
(NCDC) and the hydrological data of the Manas River Basin Management Office are used to
study the spatio-temporal distribution characteristics, periodic characteristics, and stability
features of the selected hydrometeorological parameters. Based on these data, the Ensemble
Kalman filter (EnKF) is then used to build a hydrometeorological parameter prediction
model.
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2. Overview of the Research Area

As shown in Figure 1, the Manas River is located in the hinterland of Eurasia. It is
the largest river on the northern slope of the Tianshan Mountains in China, with a total
length of 324 km, a drainage area of 100,744 square km, and an average annual runoff of
about 1.25 billion cubic meters. Its source is located more than 5000 m above sea level. The
river is supplied by glacier snow melt water in the high mountains, precipitation in the
Zhongshan forest belt, and bedrock fissure water in the low mountains.

Water 2022, 14, x FOR PEER REVIEW 3 of 20 
 

 

Office are used to study the spatio-temporal distribution characteristics, periodic charac-
teristics, and stability features of the selected hydrometeorological parameters. Based on 
these data, the Ensemble Kalman filter (EnKF) is then used to build a hydrometeorological 
parameter prediction model. 

2. Overview of the Research Area 
As shown in Figure 1, the Manas River is located in the hinterland of Eurasia. It is the 

largest river on the northern slope of the Tianshan Mountains in China, with a total length 
of 324 km, a drainage area of 100,744 square km, and an average annual runoff of about 
1.25 billion cubic meters. Its source is located more than 5000 m above sea level. The river 
is supplied by glacier snow melt water in the high mountains, precipitation in the 
Zhongshan forest belt, and bedrock fissure water in the low mountains. 

The Manas River Basin, the study area, is situated far from the nearest ocean, making 
it difficult for marine water vapor to impact the basin’s environment. Therefore, the local 
climate includes characteristics of the continental arid and vertical climate. Rainfall in the 
southern mountainous area is abundant, while rainfall in the northern plains is scarce, 
due mainly to the terrain, latitude, and lack of water vapor. From June to August, with 
the increase in temperature, the ice and snow melt water in the mountain area enters the 
river channel, forming the summer flood season of the rivers. The highest recorded snow 
area ratio (SAR) in the basin is 37.31%, and the highest glacier area ratio (GAR) is 10.6% 
[15]. The glacier snow melting water supply accounts for 30.6% of the runoff, the precipi-
tation accounts for 33.4%, and the groundwater accounts for 19.4% [15], making the Manas 
a mixed supply river. 

 
Figure 1. Sites in the study area, with DEM distribution. 

3. Data and Methods 
3.1. Data 

Figure 1. Sites in the study area, with DEM distribution. The map is from Chinese Standard Map
(http://bzdt.ch.mnr.gov.cn/, GS (2019)1822 (accessed on 22 November 2022))

The Manas River Basin, the study area, is situated far from the nearest ocean, making
it difficult for marine water vapor to impact the basin’s environment. Therefore, the local
climate includes characteristics of the continental arid and vertical climate. Rainfall in the
southern mountainous area is abundant, while rainfall in the northern plains is scarce, due
mainly to the terrain, latitude, and lack of water vapor. From June to August, with the
increase in temperature, the ice and snow melt water in the mountain area enters the river
channel, forming the summer flood season of the rivers. The highest recorded snow area
ratio (SAR) in the basin is 37.31%, and the highest glacier area ratio (GAR) is 10.6% [15].
The glacier snow melting water supply accounts for 30.6% of the runoff, the precipitation
accounts for 33.4%, and the groundwater accounts for 19.4% [15], making the Manas a
mixed supply river.

3. Data and Methods
3.1. Data

Observation site data were selected from the years 2000–2020, for a total of 21 years.
Precipitation, temperature, and evaporation data come from the 3-h data of six stations in
the basin (Table 1) and three monitoring stations near the basin, provided by the National
Climatic Data Center. The sites are sampled seven times a day. The runoff data is from the
Manas River Basin Management Office of Shihezi, and the sampling frequency is once a

http://bzdt.ch.mnr.gov.cn/
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day. Missing data were replaced by the mean of adjacent data. The monitoring data will
be put into the following model, where the range is from 1 to 61,368. For each t, Xt is a
matrix with nine columns, with each column representing a monitoring station and each
row a hydrometeorological parameter. From top to bottom: precipitation monitoring data
or filling data (mm), evaporation (mm), runoff (106 m3), and temperature (◦C).

Table 1. Longitude, latitude, and altitude data of 9 monitoring stations in the study area.

Site Name Longitude Latitude Altitude (m)

Karamay 84◦51′ 45◦37′ 449.5
Shawan 85◦37′ 44◦20′ 522.2
Manas 86◦12′ 44◦19′ 471.4
Hutubi 86◦51′ 44◦10′ 575.1
Daxigou 86◦50′ 43◦06′ 3539.0
Bayanbulak 84◦09′ 43◦02′ 2458.0
Baluntai 86◦18′ 44◦19′ 1739.0
Ulan Wusu 84◦62′ 44◦45′ 480.6
Shihezi 86◦02′ 44◦18′ 493.0

3.2. Algorithm
3.2.1. Stationarity Test

The Mann-Kendall test is a trend analysis tool based on Bayesian theory. For time
series with sample size n, its rank sequence is defined as:

UFk =
sk − E(sk)√

Var(sk)
(1)

which follows the standard normal distribution. Thus, a hypothesis test can judge the trend
of the sequence, and confidence level can judge whether the sequence has a significant
variation trend. In the field of hydrometeorological prediction, the time node of the
variation line was heeded to highlight the events that occur, such as large-scale extreme
climate hydrological events. Hamid et al. found that heat transport features with upward
or downward fluctuations may escape the MK test [28]. The autocorrelation function (ACF)
was selected as an auxiliary test in this study. ACF provides a numerical representation of
autocorrelation of any sequence with hysteresis values, describing the degree of correlation
between current and past values of the sequence. The ACF is expressed as follows:

ACF(k, 0) =
E[(Xk − µk)

T(Xk − µk)]

σkσ0
(2)

Moreover, the ACF test has advantages in the testing of long-term data, as it can
provide trend information and empirical probability distribution of future parameter
trends driven by a large number of data. The ACF test is a compressed representation of the
sequence’s variance structure. Sequences with stable deviation variance are easier to pass
the ACF test. In this study, two test algorithms are used to test the stationarity of the data of
precipitation, evaporation, temperature, and runoff in the Manas River Basin, analyze the
spatial change distribution law of each element and analyze the long-term change trends
using the 10-year trend moving average and linear trend methods.

3.2.2. Wavelet Analysis and Wavelet Decomposition

The wavelet analysis was used for signal analysis since the 1980s [29]. Wavelet
analysis structure has shown excellent performance in recent years of hydrometeorological
research [11]. In this study, wavelet analysis was used to carry out periodic analysis of
hydrometeorological parameters in the study area and extract the periodic characteristics
of parameters from time series. Using wavelet analysis as the basis for decomposing the
parameters and observed values into trend terms, period terms, and random errors is
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helpful for deeply analyzing the time distribution characteristics of hydrometeorological
parameters. Most importantly, this study innovatively takes the wavelet decomposition
results of the original data as the input of the ensemble Kalman filter, rather than the
unprocessed data (Appendix A). A Morlet wavelet base was chosen to complete the
analysis and decomposition.

3.2.3. Traditional Framework of EnKF (Ensemble Kalman Filter)

A set of initial states is created after the data are concatenated. The observation data
of the first m − 1 time node is used to simulate and predict the time data. The prediction
model has the following expression:

X(m) = Am(X(m−1)) + β(m)

Y(m) = Hm(X(m)) + β
(m)
O

(3)

where X(m) ∈ Rdim(S) is the state vector, Y(m) ∈ Rdim(O) is the observation vector (the di-
mension of state space is much smaller than the dimension of observation space, that
is to say, dim(S) << dim(O)), Am : Rdim(S) → Rdim(S) is the forward model operator,
Hm : Rdim(S) → Rdim(O) is the observation operator, β(m) ∈ Rdim(S) is the sum of model noise
and model error distributed Gaussian with a covariance matrix Q(m), and β

(m)
0 ∈ Rdim(O) is

the sum of observation noise and observation error distributed Gaussian with covariance
matrix.

The aim of the stochastic data assimilation methods is to produce a posterior prob-
ability distribution function and analysis distribution of the state Xa, at the time of the
observation by combining the ensemble model forecast Xf with observations Y. The ensem-
ble methods discussed in this section are based on the Kalman filter (Kalman, 1960) where
the updated ensemble mean follows the Kalman update for the state [30], given by:

xa = x f + K(y− H(x f )) = x f + KF (4)

where F = y− H(x f ) is commonly called the innovation. The ensemble covariance update
follows the update equation in the Kalman Filter as follows:

Pa = (I−KH)P f (5)

where K is the Kalman gain matrix, given by:

K = P f HT(HP f HT + R)
−1

(6)

Since it is impossible to fetch the error covariance matrix P for high-dimensional sys-
tems in a calculation, the analysis and update data of the covariance matrix in Equation (5)
is formulated as the square root by calculating the transformation matrix and applying it
to the ensemble disturbance matrix, namely, the scaled square root of P. This is called the
ensemble method to get the general square root through Equation (5):

Xa(Xa)T = (I− P f HT(HP f HT + R)
−1

H)X f (X f )
T

(7)

The innovation covariance is:

Cov(d, dT) = (HX f )(HX f )
T
+ (dim(E))R (8)

where dim(E) is the dimension of ensemble space.
When integrating data from multiple sources, the denser stations’ weight was reduced

in the integration process, and this process is realized by the linear control matrix perform-
ing additional filtering on the (set estimated) error covariance matrix. The water balance
equation is then used to couple the meteorological parameters. As long as the monitoring
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data for any period of continuous time is obtained, the probability distribution of the future
values of the hydrometeorological parameters can be inferred. The longer the effective data
time and/or the higher the resolution, the higher the confidence.

3.2.4. Preprocessing of Filter Input Data

To improve the resistance of the model to disturbance and control the uncertainty
in prediction. Several studies have proposed effective improvements for data processing.
The method of particle filtering is helpful to improve the prediction in the flow estimation
of the lowland conceptual hydrological model according to Sun et al. [31]. Farahani and
Abolfathi used sliding mode observers to mitigate the effects of disturbance in the system
and uncertainties in the parameters while improving the system response speed [32]. In
this study, preprocessing of raw data was used to control the uncertainty and stability.

In the general process of extrapolation prediction using filters, the measured data is
used to establish a model, and then the required parameters are predicted according to the
resolution requirements. The main breakthrough of this paper is to apply simultaneous
optimal estimation of random signals and multi-resolution decomposition technology to
Kalman filtering. Based on discrete wavelet transform, an algorithm for simultaneous
estimation and decomposition is derived using Kalman filter banks. The algorithm main-
tains the general advantages of the Kalman filter (unbiased and minimum error variance)
and applies the data sampled from noisy signals in a recursive manner. In this study,
the periodic term of wavelet decomposition is used as the initial state of the posterior
estimation, and the residual expectation and residual variance are used to construct the
confidence interval, to measure the uncertainty of the prediction of hydrometeorological
parameters.

The improved scheme proposed in this paper has several advantages. Firstly, the
recursive Kalman filtering scheme is used in the algorithm to obtain the optimal estimation
and decomposition of the position and noise parameters at the same time. Based on the
current measurement data and the previous optimal estimate, the current estimate can be
obtained. To control the width of the prediction interval, the scheme effectively uses the
residual expectation and residual variance of wavelet decomposition to calculate the impact
of additional data on estimates (see Appendix B). At the same time, the entire processing
process is online, and the input of a batch of new measurement data can be estimated by
the output signal in the required decomposition form (see Appendix C).

3.2.5. Accuracy Verification

To verify model efficiency, the Nash-Sutcliffe efficiency coefficient (NSE) was used [33].
The NSE formula is:

NSE = 1−

T
∑

t=1

(
Qt

0 −Qt
m
)2

T
∑

t=1

(
Qt

0 −Q0
)2

(9)

where Q0 is the observed value, Qm is the predicted value, Qt represents the observed value
at time t, and Q0 represents the total average of the observed values. The closer the value is
to 1, the higher the efficiency of the model. The training and test sets were selected, but the
test data will not participate in model generation. This selection enables the model to give
predictions for each parameter and evaluate the prediction model without subjective bias.

We use the BCIP (Bayesian Constructive Iterative Process) proposed by Sornette,
D et al. to test the model efficiency from a different perspective [34]. The generalization
performance of the model is evaluated by conditional expectation under a priori assumption.
The formula is:

BCIP = Vposterior/Vproir =
m

∏
i=0

f [p(vsys
∣∣vobs), X; R] (10)
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In this expression, Vposterior is the posterior potential of trust in the value of the model
after the comparison between the prediction of the model and the new observations have
been performed. This kind of likelihood-based test method has high requirements on the
generalization performance of the model.

We supplement the K-S test (Kolmogorov-Smirnov test), constructing the test statistics
based on the maximum value of the difference of the joint probability density function [35],
expressed as:

Dn = max
∣∣ fexp(x)− fobs(x)

∣∣ (11)

where the test statistics Dn only consider the maximum value of density deviation.

4. Results Analysis
4.1. Spatial and Temporal Distribution Characteristics of Parameters

The space-time distribution characteristics of hydrometeorological parameters are very
important for the medium and long-term prediction of parameters. Such characteristics
not only quantify the degree of global warming and human influence but can also be used
as a guiding significance for estimating and studying the probability of extreme climatic
and hydrological events such as droughts and floods. The Manas River Basin is affected
by water vapor source, terrain, and latitude. Precipitation in the northern plains area is
scant, whereas precipitation in the southern mountainous area is relatively rich. More
specifically, annual precipitation in the middle and high mountain areas near Daxigou and
Bayinbruk ranges between 300 and 400 mm, while that in the low mountain area ranges
from 250 to 300 mm, and that in the plains area is 110 to 200 mm. The seasonal distribution
of precipitation is also uneven, with rainfall in spring and summer accounting for 67.28%
of the annual precipitation [36]. Spatially, precipitation is far more abundant in the south
than in the north and higher in the mountains, and lower in the plains.

Similarly, evaporation in the basin has vertical variation characteristics. The plains
area has sufficient heat and strong evaporation capacity, while the mountainous area has
sufficient water, but low heat and evaporation. According to the monitoring station data,
the annual evaporation of the mountain areas in the basin ranges from 250 to 350 mm,
while that of the plains areas ranges from 400 to 600 mm. Furthermore, the winter half of
the year (October to March) accounts for 22% of annual evaporation.

There is no significant change in temperature data during the study period. The tem-
perature is highly stable and shows significant seasonal characteristics. The annual average
temperature is 3.13 ◦C, while the average temperatures are 6.35 ◦C in spring, 19.18 ◦C in
summer, 4.6 ◦C in autumn, and−17.57 ◦C in winter. The daily range is maintained between
9.6 and 10.4 ◦C, and the annual average change rate of the daily range is 0.2. In terms of
temperature elements, there are few extreme changes, and from the perspective of the daily
range, there is no variation potential.

For the observation period, the average runoff is 1.141 billion cubic meters and the
annual maximum flow occurs in July and August. The low water levels in winter are
stable, followed by obvious characteristics of summer flooding of the river. From 2000 to
2010, spring runoff accounted for 9.04%, summer runoff accounted for 70.34%, autumn
runoff accounted for 16.03%, and winter runoff accounted for 4.58%. Overall, July runoff
was the largest in this time period, accounting for 28%. From 2010 to 2020, the spring
runoff accounted for 4.58%, the summer runoff accounted for 82.28%, the autumn runoff
accounted for 9.25%, and the winter runoff accounted for 3.88%. It is worth noting that the
runoff tends to concentrate during the summer flood season.

4.2. Stationarity Test and Wavelet Decomposition

The result of the stationarity test is shown in Table 2. The mean value of the corre-
sponding distribution was subtracted from the test statistic and then divided by its variance.
After performing this normalization operation, the obtained values can be compared with
the confidence level, so that the results of the stationarity test can be used in different
scenarios.
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Table 2. Stationarity test of four hydrological parameters from 2010 to 2020 (p < 0.05).

Parameter Test 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020

Precipitation MK 0.088 0.064 0.209 −0.037 0.099 −0.035 −0.06 0.49 −0.047 −0.089 −0.08
ACF 0.032 0.064 0.238 −0.063 0.089 0.024 −0.384 −0.28 −0.097 −0.03 −0.606

Evaporation MK −0.317 −0.092 0.098 −0.085 0.044 0.035 0.021 −0.132 0.033 0.07 −0.017
ACF −0.755 −0.746 −0.026 −0.063 0.024 0.026 −0.422 −0.177 −0.237 0.045 −0.211

Temperature MK 0.07 −0.099 0.037 −0.037 −0.094 0.082 0.064 −0.363 −0.039 −0.033 −0.251
ACF −0.048 −0.068 −0.074 0.002 0.099 0.054 0.034 −0.46 −0.195 −0.27 −0.256

Runoff MK 0.002 −0.008 0.01 −0.001 −0.001 0.001 −0.006 0.002 0.004 0.006 0.002
ACF 0.004 −0.007 −0.009 0 0.001 0 0 0.009 0.01 −0.004 0.008

The test indicates that precipitation in the study area manifested an upward trend
in 2012, and a downward trend in 2017, and remained stable after that. Meanwhile,
evaporation capacity manifested two significant downward trends in 2011 and 2016, and
temperature remained stable throughout the observation period. Furthermore, annual
average precipitation fluctuated around 150 mm and runoff was stable before 2017. The
annual average runoff from 2012 to 2016 was 1.311 billion cubic meters, but fell sharply to
811 million cubic meters from 2016 to 2020, representing a decrease of 38%.

As is shown in Figure 2, wavelet analysis extracted the periodic characteristics of
the selected meteorological elements, with 1a being the significant main period for each
parameter (p < 0.05). The observed value of the parameters’ time series data is decomposed
into a trend term, a seasonal term, and a random term. The trend item after wavelet
decomposition shows that in the Manas River Basin, although the precipitation showed a
continuous downward trend from 2016 to 2018, there is potential for recovery. The trend
item coefficient of precipitation during the observation period remains between 0.8 and
1.1. Furthermore, the decrease in evaporation is a long-term trend, emerging slowly before
2016 and then becoming significant after 2016. Meanwhile, runoff showed a sudden change
in 2016, with the trend term coefficient rapidly declining from 1.0 to 0.6. Conversely, the
temperature value remained stable in time and space, as did the trend term coefficient of
temperature, hovering between 0.95 and 1.05. For these parameters, the reliability of the
downward trend of evaporation from 2010 to 2011 and the downward trend of runoff from
2016 to 2020 exceeds 0.99 (as marked in the red boxes in Figure 3).

The periodic decomposition (Figure 3) shows that the precipitation in the study
region has good periodicity and strong seasonal characteristics, with more precipitation
in summer and less in winter. Given the excellent stationarity of the area’s precipitation,
EnKF has high reliability (>0.9) to predict its future trend. It is worth noting that the
MK test and ACF show that the temperature is stable. During the entire observation
period, the temperature at the 9 meteorological stations did not manifest a significant
trend. However, the temperature data at the micro-scale shows strong periodic change
characteristics. Therefore, the EnKF can reliably estimate the daily temperature data in the
future and can predict the temperature in the next 25 days with a 98% confidence level. The
performance of this method is 2 to 2.3 times that of the traditional weather forecast under
the general circulation model.
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4.3. Prediction

As described in Section 3.1, the monitoring data is iteratively calculated to provide a
prediction with a probability distribution for the future data of each monitoring station in
the Manas River Basin. Combined with spatial interpolation, short-term hydrometeorologi-
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cal parameter prediction can be provided for spatial points of interest. The model shows
good performance in data aggregation.

The values in Figure 4 are representative parameters used to describe the overall
state of the basin obtained by applying the inverse distance weighted (IDW) average of
the station data. By combining these data with the DEM data, the predicted values of
the hydrometeorological parameters at specific locations can be restored. The forecast
period, in this case, is 2 years, and the prediction values from 2000 to 2001 are extrapolated
from the reverse time series. The NSE of the prediction model based on the EnKF for
precipitation, evaporation, temperature, and runoff are 0.86, 0.89, 0.96, and 0.9, respectively.
In comparison, the Nash efficiency coefficient of the original EnKF is 0.72, 0.85, 0.80,
and 0.79.
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In order to evaluate the prediction ability of the model, the cross-validation method
proposed by Stone et al. is used [37]. The prediction is made for two years by applying
the observation data from several years, and the prediction data is then compared with the
real data. The data from 2011 to 2020 was divided into five periods. Next, the observation
data of all meteorological elements before the data start time for each period (e.g., modeled
the data from four meteorological elements before 2019 to provide predictions for the four
meteorological elements from 2019 to 2020). The comparison between the prediction value
and the real value is carried out after the model simulation.

Figure 5 shows the test results of the last period (2019–2020). The dark gray area repre-
sents the 80% confidence interval of the predicted value and the light gray area represents
the 95% confidence interval of the predicted value. When the EnKF forecasts each meteoro-
logical element, there is a major difference in uncertainty (see Figure 5). For example, the
prediction of temperature and runoff is more confident, but the prediction of precipitation
and evaporation is unreliable. Moradkhani et al. claim that the uncertainty of the filter
in predicting different parameters is mainly related to the data resolution and correlation
by using different parameter configurations in four catchments [38]. Generally speaking,
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the lower the uncertainty, the more accurate the prediction results will be. However, the
specific relationship is greatly affected by the internal structure of the model [39], which
relates to the balance means of variance error in Bayesian statistics. Finding a way to reduce
the uncertainty will be valuable especially when high-precision multidimensional data is
unavailable [40,41].
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4.4. Reducing Data Overreliance and Improving Prediction Ability

Based on the results of the model application and error analysis, we conducted some
investigations, which are helpful for further research. Reducing data overreliance and
improving prediction ability are the most important tasks, considering their importance in
forecasting hydrometeorological parameters and the limitations of the EnKF framework
itself.

Data overreliance is a common problem in hydrological models, especially models
driven by differential equations [6]. The requirements for data are mainly embodied in
data integrity and data resolution. While using data assimilating, we can usually obtain the
data we need by estimating the ensemble parameters and using the error covariance matrix
to control the prediction uncertainty. However, data scientists have long been committed
to mining more information from less data or inferring the ensemble properties from fewer
samples. In general, the algorithm based on the optimal estimation of EnKF converges
with an exponential rate while the covariance matrix used to control the error converges
with a quadratic rate [19]. By using different forms of system equations and measurement
equations, many variants of the Kalman filter were proposed to improve data utilization
efficiency. For example, the single evolutionary interpolated Kalman filter (SEIK) proposed
by Pham et al. [23], the error subspace statistical estimation (ESSE) proposed by Lermusiaux
et al. [42], and the elastic transform Kalman filter (ETKF) proposed by Bishop et al. [43].
These modified models are applicable to different situations. Selecting the appropriate
model through cross-validation may help to reduce data dependency.

Many studies have been devoted to improving the accuracy of the hydrometeoro-
logical prediction model. The results indicate that the prediction ability of the model on
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precipitation and evaporation could be promoted. An intuitive approach is to use a parti-
cle filter when high-resolution data are available [18]. In recent years, the deep learning
method has achieved good results in prediction accuracy. Ghiasi et al. developed an artifi-
cial intelligence-based predictive model, coupling granular computing and neural network
models (GrC-ANN) to provide a robust estimation of water head and its uncertainty for
a range of flow geometric conditions with high spatiotemporal variability [44]. PINN
(physics-informed neural network) considers both observation data and physical equations
while giving an estimate with moderate efficiency. Application of the physics-informed
DNNs to large-scale problems will require access to multi-GPU computers and scalable
training algorithms, but the benefits in accuracy are considerable indeed [45].

4.5. Relationship between Precipitation and Altitude

The study area is composed of the northern central plains area and the southern
mountainous region, so the vertical zonal effect is significant. From the foot of the moun-
tains, as the altitude increases, precipitation also gradually increases. After reaching
the height of 3000 m, the water vapor in the air decreases due to a large amount of
precipitation (Figure 6). Evaporation capacity then becomes weak due to the rapid reduc-
tion of temperature, resulting in high water vapor in the southern mountainous area of
the study area all year round [15,36]. Monitoring station data shows that at an altitude of
2500 m or lower, annual average precipitation increases by 5.46 mm for every 100 m increase
in altitude. Moreover, at an altitude exceeding 2500 m, the annual average precipitation
increases by 7.82 mm for every 100 m increase in altitude.
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Figure 6. Relationship between precipitation and altitude. In the figure, the blue line is the regression
line which represents the optimal parameters, the gray area is enclosed by the upper and lower
confidence bounds under the 0.95 confidence level, and the red points represent the meteorological
station.

4.6. Relationship between Evaporation and Temperature

Evaporation is mainly composed of water surface evaporation and soil-vegetation
evaporation. The Dalton formula expresses that the evaporation rate of the evaporation dish
is directly proportional to the wind speed and the saturated water vapor pressure difference
and that the saturated water vapor pressure rises rapidly with the rise of temperature, and
vice versa. The variation of saturated vapor pressure with temperature is larger at higher
temperatures than at lower ones. Luo et al. show that when the temperature decreases
from 30 ◦C to 25 ◦C, the saturated water vapor pressure decreases by 10.76 hPa, whereas
when the temperature decreases from 15 ◦C to 10 ◦C, the saturated water vapor pressure
only decreases by 4.77 hPa [46]. This scale effect (especially in areas with perennial rainless
months) enables temperature variability to be transmitted to evaporation [4]. In the study
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area, the correlation coefficient between the two is 0.85. Although the relationship between
evaporation and temperature is average, for the EnKF, the spatio-temporal dependence of
such parameters can effectively improve the prediction performance of the model [47].

5. Conclusions

Climate change prediction has been the motivation for conducting studies on the pos-
sible impact of future climate change on the ecosystem (Yao et al. 2011). The various models
currently in use show significant differences in regional prediction ability, and no climate
model can simulate all meteorological elements with accuracy (Walsh et al. 2008). However,
compared with single mode, multi-mode sets exhibit higher simulation ability and lower
probability of error. Similar results were reported by Alemu et al. [2], Houtekamer et al. [47],
Rodriguez et al. [48], and Wang et al. [49]. Ensemble data assimilation is an effective way
to evaluate the uncertainty of model structure according to several studies [3,24,31,39]. The
present study used hourly data of precipitation, evaporation, runoff, and temperature at
nine stations in the Manas River Basin to investigate change trends and characteristics of
hydrometeorological parameters in the region from 2000 to 2020. The EnKF is combined
with a wavelet decomposition algorithm to calculate the optimal estimation of parameters
and quantitative the prediction uncertainty. The research smoothly utilizes wavelet analy-
sis as a preprocessing of the Ensemble Kalman Filter. The model’s NSE of precipitation,
evaporation, temperature, and runoff reached 0.86, 0.89, 0.96, and 0.9 respectively. The
BCIP index has not changed significantly compared with the original EnKF. At the same
time, the K-S value has increased from 0.28 to 0.40.

During the observation period from 2000 to 2020, the precipitation, evaporation, and
runoff of the Manas River Basin were stable for most of the first 10 years. However,
the hydrological cycle was disturbed from 2009 to 2010, with precipitation showing a
continuing downward trend. Evaporation dropped precipitously over the same time period.
From 2010 to 2017, the stability of the runoff decreased, and evaporation further decreased.
Runoff began to show a significant and continuous downward trend in 2017. Runoff
was concentrated during the summer flood season, with changes in this time distribution
expected to increase future flood intensity during the flood season. The probability of
extreme climatic and hydrological events in the Manas River Basin, especially those related
to runoff, has increased. In the last two years of the study period, compared with 2016, the
probability of extremely low runoff increased by 37.62%.
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Appendix A

To solve the problem of estimation and decomposition of hydrometeorological pa-
rameters, wavelet decomposition is used to process the original data. The parameters are

ftp://ftp.ncdc.noaa.gov/pub/data/noaa/isd-lite/
http://cdc.cma.gov.cn/
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regarded as a stochastic vector sequence {X(N, k)}, and the target decomposition level is
N, which conforms to the model:

x(N, k + 1) = A(N, k)x(N, k) + ε(N, k) (A1)

The observation process is:

v(N, k) = C(N, k)x(N, k) + η(N, k) (A2)

where {ε(N, k)} and {η(N, k)} are independent zero mean Gaussian noise sequences, and
the variances are {S(N, k)} and {T(N, k)}, respectively.

Given the observation {v(N, k)}, the method for estimating hydrometeorological
parameters is: to find an estimate at the highest resolution level and then decompose it
to different resolutions using wavelet transform. Here we only discuss the process of
two-layer decomposition. Given the resolution of observation data, the decomposition
from N-layer to N−1 and N−2 layer can be applied to other layers.

At time k, the stochastic vector sequence can be expanded as:

XN
k = [x(N, k− 3), x(N, k− 2), x(N, k− 1), x(N, k)]T (A3)

Assuming that the system equation and measurement Equations (A1) and (A2) are
time-preserving on the decomposition layer, Their equivalent dynamic system can also be
transformed as:

x(N, k + 1) = Ax(N, k) + ε(N, k) (A4)

a set of expansions were attained through the same time structure:

x(N, k + 1) = A2x(N, k− 1) + Aε(N, k− 1) + ε(N, k) (A5)

x(N, k + 1) = A3x(N, k− 2) + A2ε(N, k− 2) + Aε(N, k− 1) + ε(N, k) (A6)

x(N, k + 1) = A4x(N, k− 3) + A3ε(N, k− 3) + A2ε(N, k− 2) + Aε(N, k− 1) + ε(N, k) (A7)

The average of Equations (A5)–(A7) indicates:

x(N, k + 1) =
1
4

A4x(N, k− 3) +
1
4

A3x(N, k− 2) +
1
4

A2x(N, k− 1) +
1
4

Ax(N, k) + ε(1) (A8)

ε(1) =
1
4

A3ε(N, k− 3) +
1
2

A2ε(N, k− 2) +
3
4

Aε(N, k− 1) + ε(N, k) (A9)

Implement (A8) and (A9) for different parameters, the result can be expressed in
matrix form, which can be proved by calculation:

x(N, k + 1)
x(N, k + 2)
x(N, k + 3)
x(N, k + 4)

 =


1
4 A4 1

4 A3 1
4 A2 1

4 A
0 1

3 A4 1
3 A3 1

3 A2

0 0 1
2 A4 1

2 A3

0 0 0 A4

×


x(N, k− 3)
x(N, k− 2)
x(N, k− 1)

x(N, k)

+


ε(1)
ε(2)
ε(3)
ε(4)

 (A10)

Equation (A10) can be abbreviated as:

xN
k+1 = A× xN

k + WN
k (A11)

ε(i), i = 2,3,4 are estimated remainder of hydrometeorological parameters. They have
the same expression as Equation (A9).

For Equation (A11), the expectation and variance of the remainder satisfy:

E{WN
k } = 0, E{WN

k (WN
k )

T
} = Q (A12)
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where Q is a 4×4 symmetric matrix, and its elements could be calculated by a pyramidal
algorithm [30]:

q11 = 1
16 A6Q + 1

4 A4Q + 9
16 A2Q, q12 = 1

6 A5Q + 1
2 A3Q + AQ,

q13 = 3
8 A4Q + A2Q, q14 = A3Q,

q22 = 1
9 A6Q + 4

9 A4Q + A2Q + Q, q23 = 1
3 A5Q + A3Q + AQ

q24 = A4Q + A2Q,
q33 = 1

4 A6Q + A4Q + A2Q + Q, q34 = A5Q + A3Q + AQ
q44 = A6Q + A4Q + A2Q + Q

(A13)

The measurement equation ruled by Equation (A11) is:
v(N, k− 3)
v(N, k− 2)
v(N, k− 1)

v(N, k)

 =


C 0 0 0
0 C 0 0
0 0 C 0
0 0 0 C

×


x(N, k− 3)
x(N, k− 2)
x(N, k− 1)

x(N, k)

+


η(N, k− 3)
η(N, k− 2)
η(N, k− 1)

η(N, k)

 (A14)

Also can be abbreviated as:

VN
k = C× XN

k + ΠN
k (A15)

The expectation and variance of the remainder satisfy:

E
{

ΠN
k

}
= 0, E

{
ΠN

k (ΠN
k )

T}
= R = diag{R, R, R, R} (A16)

Using two-layer decomposition, the left side of Equation (A11) can be expressed as:XN−2
kL

XN−2
kH

XN−1
kH

 =

HN−2HN−1

GN−2HN−1

GN−1

XN
k = TN−2|N XN

k (A17)

Combined with the right side of Equation (A11):XN−2
k+1L

XN−2
k+1H

XN−1
k+1H

 = A

XN−2
kL

XN−2
kH

XN−1
kH

+ WN
k (A18)

where the variables satisfy:

WN
k = TN−2|NWN

k , E
{

WN
k

}
= 0, E

{
WN

k (WN
k )

T}
= Q

A = TN−2|N A(TN−2|N)
T

, Q = TN−2|NQ(TN−2|N)
T (A19)

Equation (A18) is the main motivation of this article, which described a preprocessing
of a decomposable dynamic system. The measurement equation could be attained through
Equation (A17) by a simple calculation:

VN
k = C(TN−2|N)

T

XN−2
kL

XN−2
kH

XN−1
kH

+ ΠN
k (A20)

So far, each decomposition quantity of the system Equation (A18) and measurement
Equation (A19) has been obtained. The system equation and measurement equation can
be processed using the ensemble Kalman filter to obtain the optimal estimation of these
decomposition quantities. At the same time, because the remainder has a given variance
structure, confidence intervals of these estimates can be constructed.
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Appendix B

Appendix B will discuss the convergence and robustness of EnKF with wavelet de-
composition. The same notation as Appendix A was used to avoid ambiguity.

We assume system Equation (A1) and measurement Equation (A2) are observable
and controllable. The definitions of these two constraints (observable and controllable)
for the system can be seen in the study of Moradkhani, H. et al. [38]. To put it simply,
observable means the observation result of the system is a sufficient statistic of the change
of the system. While controllability means that the control equation is nonsingular.

The estimation of innovation begins with its expansion:

F = y− H(x f ) = A(I−KC) (A21)

and the ensemble covariance follows:

(Pm − P)(Pm − P)T = Fm−n−1(Pn+1 − P)BmBT
m(Pn+1 − P)(Fm−n−1)

T
(A22)

If the system is a stationary process, it is obvious that the eigenvalue of F should be
between −1 and 1. Therefore, Fkconvergence to zero matrix while k→ ∞ . On the other
hand, P is a positive definite symmetric matrix. The trace of the left side in Equation (A22)
can be constrained by:

tr(Pm − P)(Pm − P)T ≤ tr(Fm−n−1(Fm−n−1)
T
)× tr(BmBT

m + R) ≤ Crm (A23)

where r is a constant between 0 and 1, C is a constant independent with r. The difference
between Kalman gain matrix Km and its limit (if exists) can be calculated as:

Km −K = PmCT(CPmCT + R)
−1 − PCT(CPCT + R)

−1

= (Pm − P)CT(CPmCT + R)
−1

+

PCT [(CPmCT + R)−1 − (CPCT + R)
−1

]

= (Pm − P)CT(CPmCT + R)
−1

+

PCT(CPmCT + R)
−1•[(CPCT + R)− (CPmCT + R)](CPCT + R)−1

= (Pm − P)CT(CPmCT + R)
−1

+

PCT(CPmCT + R)
−1

C(P− Pm)CT(CPCT + R)
−1

(A24)

by Cauchy inequality, it shows:

(A + B)(A + B) ≤ 2(AAT + BBT) (A25)

Combine Equation (A24) with Equation (A25), it shows:

tr((Km −K)(Km −K)T) ≤ 2tr(Pm − P)(Pm − P)T•
tr(CTC(tr(CP0CT + R)

−1
)2)+

2tr(PPT)•tr(CTC)(tr(CP0CT + R)
−1

)2•tr(CCT)•
tr((P− Pm)(P− Pm)T)•tr(CTC)•
tr((CPCT + R)−1(CPCT + R)

−1
)

≤ C1tr((Pm − P)(Pm − P)T)
≤ C2rm

(A26)

where C1 and C2 are constants independent with m. This proves that the input provided
by wavelet decomposition will get the asymptotic optimal estimation under EnKF pro-
cessing, even if the covariance matrix of the measurement matrix may not be convergent.
The first inequality of Equation (A26) can be used to provide the confidence interval of
hydrometeorological parameter prediction for each time node m.
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Appendix C

In Appendix C, the impact of new data was discussed to verify model stability. If
these effects can be limited by the scale of data and characteristics of the new data itself,
the algorithm has good stability. The common method to verify the stability of the model
is analyzing the transfer of disturbance in the measurement equation [33]. In this study,
this process was realized through matrix and vector operations. It begins with a one-step
increase in the observation vector:

Xm = AXm−1 + K(vm −CAXm−1)
~
Xm = A

~
Xm−1 + Km(vm −CA

~
Xm−1)

A
~
Xm−1 + K(vm −CA

~
Xm−1) + (Km −K)(vm −CA

~
Xm−1)

(A27)

where
~
Xm is the estimate after adding new data. Equation (A27) is an expansion of Equation (3).

The estimated difference and the covariance matrix of the difference were used to measure
the impact of new data. The difference can be calculated as:

∆m =
~
Xm − Xm

= A(
~
Xm − Xm)−KCA(

~
Xm − Xm) + (Km −K)(CAXm−1 −CA

~
Xm−1)

= (I−GC)A•∆m−1 + (Km −K)(CA(Rm −
~
Rm))

(A28)

It is assumed that the variances of measurement errors are independent of each other
(a universal prior hypothesis in hydrometeorological prediction). The square of the differ-
ence is: ∣∣∣∣∆m

∣∣|2n = [(I−KC)A]
∣∣∣∣∣∣∆m

∣∣∣|2n[(I−KC)A]T+

(Km −K)R(Km −K)T + (I−KC)AATCT(Km −K)T+

(Km −K)CAAT(I−KC)T

= F
∣∣∣∣∣∣∆m−1

∣∣∣|2nFT + (Km −K)(Km −K)T+

FBm−1(Km −K)T + (Km −K)BT
m−1FT

(A29)

Perform iteration on Equation (A29), it showed:

∣∣∣∣∆m
∣∣|2n = Fm

∣∣∣∣∣∣∣∣∆0

∣∣∣∣∣∣∣∣FT
m +

m−1
∑

i=0
Fi(Km−i −K)(Kk−i −K)T(Fi)

T
+

m−1
∑

i=0
Fi[FBm−1−i(Km−i −K)T + (Km−i −K)BT

m−1−iF
T ](Fi)

T
(A30)

At last, the trace of the difference can be limited by:

tr||∆m||2n ≤ tr
∣∣∣∣∣∣∆m

∣∣∣|2n•tr(Fk(Fk)
T
)+

m−1
∑

i=0
tr(Fi(Fi)

T
)•tr(Km−1 −K)(Km−1 −K)T+

m−1
∑

i=0
tr(Fi(Fi)

T
)•tr[FBm−1−i(Km−i −K)T + (Km−i −K)BT

m−1−iF
T ]

≤ tr||∆0||2nC3r3
m +

m−1
∑

i=0
C4ri

4C5rm−i
5 +

m−1
∑

i=0
C6ri

6C7rm−i+1
7

≤ C8r8
8

(A31)

where 0 < r3, r4, r5, r6, r7 < 1, r8 = max(r3, r4, r5, r6, r7), C3, . . . , C8 are constants independent
of m, i and each other. It can be seen from Equation (A31) that the robustness of the model
varies in different application scenarios. The instability brought by the new data was
provided by multiple structures of both the system equation and measurement equation.
However, at least in theory, the robustness of the model is excellent.
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