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Abstract: Calibrating spatially distributed hydrological models in ungauged mountain basins is
complicated due to the paucity of information and the uncertainty in representing the physical
characteristics of a drainage area. In this study, an innovative method is proposed that incorporates
the Budyko framework and water balance equation derived water yield (WYLD) in the calibration of
the Soil and Water Assessment Tool (SWAT) with a monthly temporal resolution. The impact of vege-
tation dynamics (i.e., vegetation coverage) on Budyko curve shape parameter ω was considered to
improve the Budyko calibration. The proposed approach is applied to the upstream Lancang-Mekong
River (UL-MR), which is an ungauged mountain basin and among the world’s most important
transboundary rivers. We compared the differences in SWAT model results between the different cali-
bration approaches using percent bias (PBIAS), coefficient of determination (R2), and Nash–Sutcliffe
efficiency (NSE) coefficient. The results demonstrated that the Budyko calibration approach exhibited
a significant improvement against an unfitted priori parameter run (the non-calibration case) though
it did not perform as good as fitting of the calibration by the observed streamflow. The NSE value
increased by 44.59% (from 0.46 to 0.83), the R2 value increased by 2.30% (from 0.87 to 0.89) and the
PBIAS value decreased by 55.67% (from 39.7 to 17.6) during the validation period at the drainage
outlet (Changdu) station. The outcomes of the analysis confirm the potential of the proposed Budyko
calibration approach for runoff predictions in ungauged mountain basins.

Keywords: Budyko framework; hydrological model; calibration; ungauged mountain basin

1. Introduction

The plateau mountain basins are the birthplaces of the world’s large rivers, known as
the world water tower [1,2]. The hydrologic conditions of the mountain basins has a direct
impact on the supply of water resources, socio-economic development, and environmental
changes in the downstream areas [3]. Under changing climatic conditions, significant
changes are occurring in the water resources of the mountain basins, which affects the
sustainable development of the downstream economy and society [4]. However, the
plateau mountain basins have very few hydrological stations. The accurate simulation of
the hydrological process in mountain ungauged basins plays an important role in water
resource prediction and management [5–8].

Hydrological information is critical for coping with natural disasters and manag-
ing water resources. Hydrological models can provide information, but the traditional
calibration method requires hydrological data, which are usually of low quality or unavail-
able in mountain basins (such as the Tibetan Plateau, Appalachian Plateau and Edwards
Plateau) [9–11]. Therefore, hydrologists have been looking for various new calibration
procedures and data assimilation methods to improve the accuracy of water resource
management and prediction in mountain basins without data [12,13].
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Over the last decades, several authors have proposed methods to improve the determi-
nation of parameters in ungauged mountain basins [14]. Currently, a common approach is
parameter regionalization, which means that key parameter values of ungauged regions are
inferred from those of gauged basins based on spatial proximity [15–17], physical similar-
ity [18,19], and regression [20,21]. However, these regionalization methods depend on the
availability of gauged basins and are affected by the uncertainty of the hydrological model
structure and a poor understanding of watershed spatial heterogeneity. On the other hand,
due to the latest development of remote sensing technology, many attempts have been
made to combine multi-source satellite remote sensing data with quasi-globally available
topographic data to improve the model performance [22]. Using remote sensing data to
estimate various parameters such as evapotranspiration [23], surface soil moisture [24],
total water storage [25], river hydraulic geometry parameters [26], snow and ice cover [27],
leaf area index (LAI) [28] and normalized difference vegetation index (NDVI) [29] provides
additional an input for model configuration, model calibration and data assimilation.

Budyko postulated that precipitation and potential evapotranspiration are the two main
variables controlling the long-term average water balance. The Budyko framework is con-
sidered to be one of the most important frameworks linking climatic conditions with runoff
and actual evapotranspiration in the catchment area [30], and has been successfully used
to study the interaction between hydrological processes, climate variability and landscape
characteristics [31]. The Budyko framework can be considered as a lumped model, providing
a fast first-order estimate of the distribution of precipitation partitioning into evaporation and
runoff. The model is simple and has low input requirements compared to complex hydrolog-
ical models such as the semi-distributed or fully distributed model [32]. In addition to the
first-order estimation of evaporation, the Budyko framework is used to study the sensitivity of
runoff to changes in climate variables and catchment characteristics, to investigate the impact
of climate change on the hydrological response of the catchment, to understand the long-term
availability of water resources management, determines water volume, and separates the
effects of natural climate variability and direct human activity on changes in annual mean
runoff [32–35]. A series of empirical formulas have been developed for the Budyko curve
based on theoretical research and a case study of regional water balance over the past 50 years.
Among them, the Fu [33,34] equation has been widely used. In addition, the controlling pa-
rameter ω (in the Fu equation) is linearly correlated [35]. Burek used the Budyko framework to
calibrate the Community water model (CWATM) of unmeasured basins in the world, instead
of conducting calibrations using several stations with existing data of unmeasured basins
and trying to regionalize the results [36]. However, a default Budyko curve shape parameter
(ω = 2.6) was used for all stations without considering that there existed differences in the
vegetation and climate seasonality index. Actually, these characteristics have a significant
effect on the controlling parameter ω [37–40]. In addition, there was an obvious Budyko-type
relationship between precipitation, potential evaporation, and actual evapotranspiration in
each basin for the annual scale. i.e., the annual scale and shape parameter ω are different in
different regions [41]. Therefore, the Budyko framework for calibrating the CWATM did not
significantly improve the simulation performance in some catchments due to the fact that the
variation in Budyko curve shape parameter ω was not considered [36], and the CWATM was
mainly applied to the assessment of the water supply and human and environmental water
demands. Hence, we attempt to calibrate a physically based hydrological model using the
Budyko framework with consideration of the impact of vegetation dynamics (i.e., vegetation
coverage) on the Budyko curve shape parameter ω to improve its calibration.

Over the last decades, quantitative hydrological models have become useful tools for
water resource management [42]. Reliable hydrological models are important, especially in
data-scarce watersheds [43]. Conceptual hydrological models are parsimonious and can
achieve accurate simulation after calibration with the observed discharge [44]. In contrast,
physically based distributed hydrological models are better at representing spatial vari-
ability and can produce more reliable results when describing water cycle processes [44].
In these models, the semi-distributed hydrological model soil and water assessment tool
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(SWAT) has been widely used to simulate hydrological processes at the basin scale [45].
The SWAT is a conceptual physically based hydrological model which was developed for
water resource management, soil erosion, and water quality; it has also been used to assess
the impacts of land management practices, and climate effects on hydrological processes in
diverse environmental conditions [46–48]. For example, the SWAT model has been used to
evaluate the impact of land cover changes on the hydrological processes in rapidly develop-
ing catchments [49,50]. Furthermore, the SWAT model has been identified as a successful
model for simulating hydrological processes in mountain basins because it can consider
the impact of snow, the snowmelt cycle and frozen soil on the hydrological cycle through a
strong physical mechanism [51–53]. The estimated value of SWAT evapotranspiration was
consistent with the estimated value of the Budyko curve [54]. Thus, it is feasible to apply
SWAT coupled with the Budyko framework to simulate streamflow in the mountain basins.

Therefore, the purpose of this study is to provide a new calibration approach by
integrating the Budyko framework and the water balance equation in complex ungauged
mountain basins, i.e., by combining the Budyko framework and a hydrological model
(SWAT) by considering the variation of parameter ω and applying the model to complex
mountain regions that lack hydrometeorological information. We focus on the upstream
Lancang-Mekong River (UL-MR) in the Tibetan Plateau, which suffers from data scarcity as
demonstrated in many previous studies [55]. The data scarcity motivated us to explore the
applicability of the new calibration approaches. The proposed calibration method is unique
for the following reasons: (1) precipitation and evaporation are available for all sites, and the
Budyko curve parameter ω is calculated by using a simple semi-empirical formula based
on Fu’s equation in which the impact of vegetation dynamics (i.e., vegetation coverage)
on ω was considered; (2) the results of Budyko calibration are significantly improved
compared with those of uncalibrated parameters though it is not as good as the observed
water flow calibration.

2. Study Area and Datasets
2.1. Study Area

Lancang-Mekong River, the largest cross-border river in Asia, originates from the
Guozongmucha Mountain on the Qinghai Tibetan Plateau and flows through the South
China Sea through seven climatic zones and six countries (China’s Yunnan Province,
Myanmar, Lao, Thailand, Cambodia, and Vietnam) [56,57]. The UL-MR was defined as
the catchment area above the Changdu (31◦11′ N, 97◦11′ E) hydrologic station which
covers a drainage area of about 53,720 km2, and is directed to the Zaqu and Angqu rivers
in the Qinghai-Tibetan Plateau (Figure 1). It has different topographical conditions and
various climatic zones due to the existence of many high mountains and deep valleys in
southwestern China. The altitude ranges from approximately 3500 m to 5500 m, which is
characterized by a low annual average temperature of −3 ◦C to 3 ◦C. Most of the region is
cold and dry with a long winter, frequent wind and large temperature difference between
day and night. The UL-MR is located in the east of the Qinghai Tibet Plateau and is affected
by the East Asian monsoon in summer and by mid-latitude westerlies in winter. The annual
precipitation ranges from 400 mm to 700 mm, and 70% of annual rainfall occurs during
the wet season (June–September). Direct anthropogenic disturbances are nearly absent in
the most remote and least developed areas in southwest China due to the highly rugged
terrain, high altitudes, and a particularly cold climate. Moreover, the hydrological stations
network is quite sparse in UL-MR due to the harsh environment [55].
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Figure 1. Location of the research basin and spatial distribution of the stations.

2.2. Data
2.2.1. Hydrometeorological Data

The meteorological data (such as daily precipitation, daily maximum temperature,
minimum temperature, daily mean wind speed, daily mean relative humidity and solar ra-
diation from 1979 to 2014) were downloaded from the official website of the Meteorological
Data Center of the China Meteorological Administration in this study (http://data.cma.cn/,
(accessed on 1 May 2021)) (Figure 1). Monthly streamflow data during 1961–2013 for the
Xiangda and Changdu hydrological stations were derived from the Qinghai Provincial
Bureau of Hydrology and Water Resources Survey (http://water.sanjiangyuan.org.cn, (ac-
cessed on 1 May 2021)). Streamflow data were used to calibrate and validate the SWAT
model in streamflow simulations. The specific information of hydrometeorological stations
is shown in Table 1.

Table 1. Summary of hydrological and meteorological stations.

Station Type Station Name Latitude Longitude Elevation (m) Data Length

Hydrological
stations

Xiangda 32◦15′ 96◦28′ 4050 1961–1981; 2008–2013
Changdu 31◦11′ 97◦11′ 3306 1961–1981; 1983–1988; 1991–2007

Meteorological
stations

Zaduo 32◦54′ 95◦18′ 4066

1961–2013

Yushu 33◦25′ 97◦03′ 3681
Suoxian 31◦53′ 93◦47′ 4022

Dingqing 31◦25′ 95◦36′ 3873
Nangqian 32◦12′ 96◦29′ 3643
Changdu 31◦11′ 97◦11′ 3306

2.2.2. Spatial Data

Th land use, soil, terrain and NDVI data used in UL-MR to develop SWAT model
are summarized in Table 2. The 2000 LULC map was obtained from a supervised clas-
sification of Landsat Thematic Mapper images which were classified as the standard
LULC classification of SWAT (Figure 2a). Watershed boundaries and the stream net-
work were extracted from 90 m digital elevation model (DEM) data from the Space Shut-
tle Radar Terrain Mission (SRTM). The 1:500,000 scale soil map which was developed
by the Food and Agriculture Organization (FAO) was downloaded from the website of
http://www.fao.org/soils-portal/soil-survey/soil-maps-and-databases/ (accessed on 1
May 2021). This soil data map reflects the distribution and characteristics of the different

http://data.cma.cn/
http://water.sanjiangyuan.org.cn
http://www.fao.org/soils-portal/soil-survey/soil-maps-and-databases/
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soil types (Figure 2b). Soil water characteristics such as hydraulic conductivity and effective
water capacity are calculated by using the SPAW model. A 10 km NDVI dataset was used
to calculate vegetation characteristics for UL-MR which were obtained using the NOAA
Advanced Very High Resolution Radiometer sensor [58]. Annual NDVI values of long-term
averages (from 1981 to 2006) were obtained from the above datasets.

Water 2022, 14, x FOR PEER REVIEW 5 of 22 
 

 

and Agriculture Organization (FAO) was downloaded from the website of 
http://www.fao.org/soils-portal/soil-survey/soil-maps-and-databases/ (accessed on 1 May 
2021). This soil data map reflects the distribution and characteristics of the different soil 
types (Figure 2b). Soil water characteristics such as hydraulic conductivity and effective 
water capacity are calculated by using the SPAW model. A 10 km NDVI dataset was used 
to calculate vegetation characteristics for UL-MR which were obtained using the NOAA 
Advanced Very High Resolution Radiometer sensor [58]. Annual NDVI values of long-
term averages (from 1981 to 2006) were obtained from the above datasets.  

 
Figure 2. (a) Landuse and (b) soil classes maps used in Soil Water Assessment Tool (SWAT). 

Table 2. Data sources and description. 

Data type Scale Data Source 

DEM 90 m × 90 m 
Shuttle Radar Topography Mission (SRTM) produced by Consortium 

for Spatial Information (CGIAR-CSI) 
Land use map 30 m × 30 m Chinese Academy of Science 

Soil map 1:1500,000 Food and Agriculture Organization (FAO) 
Climate input  Meteorological Data Center of the China Meteorological Administration 

Monthly streamflow 
Meteorology Agency and Water Conservation Agency of Qinghai Prov-

ince 

NDVI 1000 m × 1000 m 
National Oceanic &Atmospheric Administration 

(NOAA)(http://www.noaa.gov, (accessed on 1 May 2021)) 

3. Methodology 
The goal of this study is to provide a hydrological model (SWAT) with the data cal-

culated using the Budyko framework for parameter calibration in order to solve the prob-
lem of runoff prediction and simulation in ungauged regions. Therefore, the main method 
is to calibrate the parameters of the SWAT model based on the calculation of the water 
yield derived from the Budyko framework.  

3.1. Budyko Framework 
The Budyko framework assumes that the water balance is stable over a long period 

of time, and changes in water storage in the catchment are negligible [59]. The evapotran-
spiration (E) is determined by the dynamic water balance in a natural basin as follows: 

E = P − R − ΔS  (1)

Figure 2. (a) Landuse and (b) soil classes maps used in Soil Water Assessment Tool (SWAT).

Table 2. Data sources and description.

Data type Scale Data Source

DEM 90 m × 90 m Shuttle Radar Topography Mission (SRTM) produced by Consortium for
Spatial Information (CGIAR-CSI)

Land use map 30 m × 30 m Chinese Academy of Science
Soil map 1:1500,000 Food and Agriculture Organization (FAO)

Climate input Meteorological Data Center of the China Meteorological Administration
Monthly streamflow Meteorology Agency and Water Conservation Agency of Qinghai Province

NDVI 1000 m × 1000 m National Oceanic &Atmospheric Administration (NOAA)
(http://www.noaa.gov, (accessed on 1 May 2021))

3. Methodology

The goal of this study is to provide a hydrological model (SWAT) with the data
calculated using the Budyko framework for parameter calibration in order to solve the
problem of runoff prediction and simulation in ungauged regions. Therefore, the main
method is to calibrate the parameters of the SWAT model based on the calculation of the
water yield derived from the Budyko framework.

3.1. Budyko Framework

The Budyko framework assumes that the water balance is stable over a long period of
time, and changes in water storage in the catchment are negligible [59]. The evapotranspi-
ration (E) is determined by the dynamic water balance in a natural basin as follows:

E = P − R − ∆S (1)

where P, E, and R represent precipitation, evapotranspiration and runoff, respectively,
and ∆S represents the change in terrestrial water storage. When ∆S is negligible in the
long-term water balance, the annual mean precipitation (P) is divided into the annual
mean actual evapotranspiration (E) and runoff (R). This partitioning is achieved by using
the Budyko equation, a simple water balance model (E/P = f (EP/P)), where EP means

http://www.noaa.gov
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annual potential evapotranspiration. The model proposed by Fu [33] and popularized by
Zhang [34] is widely used and has the following expression:

E
P
= 1 +

EP
P
− [1 + (

EP
P
)

ω

]

1
ω

(2)

E, EP are the annual average actual evapotranspiration and the annual average po-
tential evapotranspiration, respectively, calculated using the Penman–Monteith equation
outlined in FAO-56 [60].

ω is an empirical parameter, which determines the shape of the Budyko curve and
reflects the influence of other factors such as climate seasonality and land surface charac-
teristics on water and energy balances. The soil properties and topography are relatively
stable, although it will affect the change of water balance in the catchment area. Therefore,
vegetation dynamics (such as vegetation coverage) were selected to represent changes in
surface conditions. The vegetation coverage (M) was estimated with the following equation,
which represents the percentage of total surface area covered by vegetation [35]:

M =
NDVI−NDVImin

NDVIminmax
(3)

As described in previous studies, NDVImax is the NDVI value of dense green vegeta-
tion and NDVImin is the NDVI value of bare soil [35,37]. NDVImax and NDVImin are global
constants that are independent of vegetation/soil type, as was demonstrated by Gutman
and Ignatov [61]. In our study, we used the NDVImax of dense forest (0.80) and NDVImin of
bare soil (0.05), as described in the literature. We use the semi-empirical equation proposed
by Li to calculate the empirical parameter ω [37]; this method is only based on remote
sensing vegetation information and simple parameterization in a specific basin. It achieved
good performance in simulating annual evapotranspiration.

ω = 2.36 ×M + 1.16 (4)

3.2. Hydrological Data
3.2.1. SWAT Model Setup

The SWAT model was developed by the United States Department of Agriculture
(USDA) to simulate the hydrological processes, water quality, and soil erosion of large
complex watersheds [62–64]. An interface between ArcSWAT 2012 and ArcGIS was used to
establish a model in this work. For use in the ArcSWAT 2012, the UL-MR was subdivided
into 10 sub-watersheds and the hydrologic response units (HRUs), which is the smallest
spatial unit for calculating hydrological processes. HRUs are generated according to the
combination of land use, soil type and slope of the sub basin [65]. Two major phases were
considered in the hydrological simulation of the SWAT model. For the land phase, the
quantity of water loads from the land to the main channel was calculated according to the
soil–water balance in the hydrological cycle simulation function of the SWAT model. In
this phase, the Soil Conservation Service-Curve Number (SCS-CN) was used for estimating
the runoff yield [66]. The movement of these loads through the channel network to the
outlet of the watershed was controlled by the routing phase. Manning’s formula was
used to define the velocity and rate of channel flow and channel routing was represented
by variable storage routing in this study. The Penman–Monteith method was chosen to
calculate potential evapotranspiration because it is relatively common and the estimated
potential evapotranspiration is more accurate than other calculation methods if there are
sufficient weather data such as wind speed, relative humidity, and solar radiation [67].

3.2.2. Calibrating the SWAT Model Based on the Budyko Framework

Taking the UL-MR basin as a case study for hydrological modeling of the ungauged
basin, the SWAT model was calibrated using water yield data derived from the Budyko
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framework and water balance equation. Figure 3 briefly describes the schematic diagram
of the method. The calibration approach is based on the following two assumptions:
(1) the changes in the water storage at the annual scale in the sub-basins are ignored; (2) the
objective of the calibration method is to calibrate the hydrological model in the ungauged
regions. The calibration method includes the following steps:

Step 1: Delineation of the sub-basins. The river basin is divided into several sub-basins
by using the watershed delineation tool in ArcSWAT.

Step 2: Calculation of the potential evapotranspiration of the sub-basins. The daily
potential evaporation is calculated using the Penman–Monteith formula. The SWAT model
(ArcSWAT interface) automatically assigns the meteorological data to the sub-basins by
using the data of one measurement station closest to the centroid of each sub basin [68].

Step 3: Calculation of the empirical parameter ω in the Budyko curve. The suitable lin-
ear relationship between the vegetation coverage (M) and the basin-specific ω is calculated
by Equation (4).

Step 4: Calculation of the evapotranspiration in each sub-basin based on Fu’s equation
(Equation (2)).

Step 5: Calculation of runoff depth in each sub-basin using the water balance formula
with an annual scale. The changes in the annual water storage in the sub-basins were
ignored and the annual runoff depth of each sub-basin was calculated by using the equation
of the annual water balance as follows:

P = R + E + ∆S(∆S = 0) (5)

Step 6: Calibration of the SWAT model using the runoff depth data in each sub-basin.
The annual runoff depth is roughly equivalent to the annual water yield. We used the
annual water yield to calibrate the SWAT model for all sub-basins with an annual scale
by using the SUFI-2 algorithm of the SWAT-CUP tool. The SWAT model parameters of
each sub-basin obtained from the water yield was used to simulate the monthly discharge
during the validation period.
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3.2.3. Model Assessment Criteria

We used NSE, PBIAS, and R2 as three general indicators to evaluate the model perfor-
mance (the 1500 simulations from each SWAT model scenario were compared). The three
general indicators are widely used in hydrological simulation, as well as in the evaluation
of model simulation effects to study the relationship between climate, environment, soil,
ecology and hydrological processes [48,68], and they are defined as follows:

PBIAS =
∑n

i=1 (Qm,i −Qs,i)× 100
∑m

i=1 Qm,i
(6)

R2 =
[∑n

i=1
(
Qm,i −Qm

)(
Qs,i −Qs

)
]
2

∑n
i=1 (Qm,i −Qm)

2
∑n

i=1
(
Qs,i −Qs

) (7)

NSE = 1− ∑n
i=1 (Qm,i −Qs,i)

2

∑n
i=1

(
Qm,i −Qm

) (8)

where Qm,i, Qs,i, Qm and Qs are measured, simulated average measured and average
simulated values in each time step i, and n is the number of data points. This study
followed the criteria proposed by Moriasi to evaluate the performance of the model [69].

3.3. Evaluation of the Budyko Calibration

In this study, another two calibration cases for the SWAT model were examined to test
whether the Budyko calibration approach (hereafter referred to as the Sim Budyko) was
able to optimize the model performance in the UL-MR. The first calibration case involved
calibration with runoff data alone (hereafter referred to as the Sim streamflow). In the
second calibration case, the SWAT model was used with priori parameters which were not
calibrated (hereafter referred to as non-calibration).

The SWAT model was run on a monthly timescale, where the first two years (1959–1960)
were considered a warm-up period to eliminate the influence of the initial conditions of
model simulation. The period of 1961–1987 served as the calibration period during which
the sensitive parameters were calibrated to fit the measured monthly runoff. The remaining
period of 1988–2007 was used to validate the simulated flow at the outlet of the watershed
(Changdu). The observed streamflow records at Xiangda hydrologic station during 2008–2012
were used for the model validation due to the lack of long-time series flow data.

Automatic calibration of monthly flow simulation was performed using the sequential
uncertainty fitting (SUFI-2) algorithm from the SWAT-CUP tool [70]. The sensitivity analy-
sis was performed with a one-at-a-time procedure for sensitive hydrological parameters for
the UL-MR. According to previous research [2,62], the thirteen common sensitive hydro-
logical parameters (SURLAG, CN2, ALPHA_BNK, GWQMN, GW_DELAY, GW_REVAP,
ESCO, SOL_AMC(1), SOL_BD(1), CH_N2, SOL_K(1), CH_K2, SFTMP, SMTMP, TIMP) were
considered and eight parameters (CN2, GW_DELAY, GWQMN, ESCO, SOL_K(1), CH_N2,
ALPHA_BNK, SOL_BD(1)) were ultimately determined as highly sensitive parameters
(Table 3). The calibration procedures were performed in three iterations, with 500 simula-
tions per iteration (a total of 1500 simulations during calibration) using the NSE coefficient
as the objective function [71]. After each iteration, the parameter ranges was updated
(usually narrowed) according to the new parameters range suggested by SWAT-CUP and
the appropriate physical ranges.
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Table 3. Parameters for calibrating the SWAT models with different calibration approaches.

Category Parameter Name Definition

Runoff CN2.mgt SCS runoff curve number

Groundwater
GW_DELAY.gw Groundwater delays (days)

GWQMN.gw Threshold depth of water in the shallow aquifer required for return flow to occur (mm)

Soil
ESCO.hru Soil evaporation compensation factor

SOL_BD(1) Moist bulk density (g/cm3)
SOL_K(1) Soil conductivity (mm/h)

Channel CH_N2.rte Manning’s “n” value for the main channel
ALPHA_BNK.rte Baseflow alpha factor for bank storage(days)

4. Results and Discussion
4.1. The Variability of Parameter ω

The basin-specific ω value is derived from the simple parameterization equation, as
described in Section 3.3 (see also Figure 4). The annual NDVI values of the UL-MR are
obtained from the global NDVI dataset and averaged from 1984 to 2012; subsequently,
the long-term averaged annual vegetation coverage is calculated using Equation (3). The
basin-specific ω value is significantly different from the default value of 2.6 and the fitted
ted value of Equation (4) of 1.8. Figure 4 shows the Budyko curves obtained from the
different basin-specific ω values. The red dots represent the results of the actual streamflow
calibration, the green dots represent the results of the Budyko calibration, and the blue
dots represent the results from the non-calibrated SWAT model. It is evident that the red
dots and the green dots are close to each other, and they are closely distributed around the
Budyko curve (ω = 1.8). The Budyko curve (with the default ω value 2.6) is notably different
from the fitted value 1.8. It is obvious that Fu’s expression with the basin-specific ω value,
which is calculated using the semi-empirical equation, is able to grasp the interannual
variability of the regional energy and water balance among different climate zones.
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Figure 4. Budyko’s curves for the UL-MR. The dots represent the data of the basins in the UL-MR
interpolated by Fu’s curves. The Budyko limit curve is dashed. The red dots represent the results of
the actual streamflow calibration, the green dots represent the results of the Budyko calibration, and
the blue dots represent the results of non-calibrated model.

Burek [36] used the Budyko framework to calibrate a global hydrological model
(e.g., CWATM) in ungauged basins and a fixed ω (ω = 2.6) was used to calculate the
evapotranspiration values for all basins. However, the curve shape parameter ω in Fu’s
formula controls how much water is available for evaporation given the available energy.
Previous research revealed that the vegetation and climate zone significantly affect changes
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in the controlling parameter ω [37]. Hence, the use of the fixed value ω = 2.6 did not
provide good results for the Budyko calibration in some regions of the world.

4.2. Streamflow Simulation Performance for Different Calibration Approaches

Figure 5 shows the comparison of the measured and simulated monthly streamflow
hydrographs obtained from ‘Sim Budyko’ and ‘Sim streamflow’ calibrations with the
optimal parameter values. It is observed that the simulated streamflow hydrographs
with the ‘Sim streamflow’ calibration exhibited a closer agreement with the observed
streamflow hydrographs, whereas the model simulation using the Budyko calibration
approach exhibited worse performance and there was a tendency of the SWAT model
to underestimate the streamflow in the dry season. It seems that the Budyko calibration
approach is well suited for monthly streamflow simulation in this mountain ungauged
basin with good precision.
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Figure 5. Observed and simulated monthly streamflow for different calibration approaches((Sim
Budyko, Sim Streamflow, Non-calibration)) in the UL-MR. (a) Changdu hydrological station;
(b) Xiangda hydrological station.

In the calibration period, the ‘Sim streamflow’ calibration achieved very good results
at the Changdu station, with an NSE coefficient of 0.88, a PBIAS of 17.69, and an R2 of 0.93.
The ‘Sim Budyko’ calibration also produced very good results with an NSE of coefficient
0.84, a PBIAS of 22.38, and an R2 of 0.91. During the validation period, the NSE values
were 0.83 (Changdu) and 0.44 (Xiangda) and the calculated relative streamflow errors were
17.6% (Changdu) and 14.78% (Xiangda), respectively. Furthermore, the relatively high R2

values (0.76–0.89) indicated that the ‘Sim Budyko’ approach performs well in explaining
the measured flow variation.

Figure 5 also clearly and intuitively shows the difference in the simulation results using
the Budyko calibration approach. It can be seen that the simulation results are significantly
better than those without calibration; that is, the NSE value increased by 44.59 % (from 0.46
to 0.83), the R2 value increased by 2.30% (from 0.87 to 0.89) and the PBIAS value decreased
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by 55.67% (from 39.7 to 17.6) during the validation period of Changdu station. Similarly,
during the validation period of Xiangda station, the NSE value increased by 29.55 % (from
0.31 to 0.44), the R2 value increased by 26.32% (from 0.56 to 0.76) and the PBIAS value
decreased by 68.94% (from 47.87 to 14.87) (Table 4).

Table 4. Performance of the SWAT model for monthly streamflow simulation using three calibration
approaches (Sim Budyko, Sim Streamflow, Non-calibration).

Calibration Approaches

Changdu Station Xiangda Station

Calibration Period
(1961–1987)

Validation Period
(1988–2007)

Calibration Period
(1961–1981)

Validation Period
(2008–2013)

NSE PBIAS
(%) R2 NSE PBIAS

(%) R2 NSE PBIAS
(%) R2 NSE PBIAS

(%) R2

Non-calibration 0.33 41.86 0.91 0.46 39.70 0.87 0.52 45.84 0.81 0.31 47.87 0.56
Sim Budyko 0.84 22.38 0.91 0.83 17.60 0.89 0.68 15.78 0.82 0.44 14.87 0.76

Sim Streamflow 0.88 17.69 0.93 0.86 14.78 0.90 0.82 19.32 0.87 0.73 20.85 0.83

Referring to the judgment standard of Moriasi [69], the model was well calibrated and
suitable for monthly flow simulation in the study area. However, due to the complexity
of natural processes, and due to errors in driving data and runoff observations, it is never
possible to obtain a perfect model fit in hydrological modeling [71]. Etter indicated that
uncertain streamflow estimates can be useful for model calibration but that the estimates
by scientists need to be improved by performing training or more advanced data filtering
before they are useful for model calibration [72]. Marco confirmed the potential of a MODIS
snow map as additional data to inform hydrological models leading to more reliable and
accurate discharge estimates [73]. Bouslihim showed that the quality and resolution of
soil data affect all hydrological cycle components, mainly the soil water content and water
production, but do not lead to significant differences in runoff simulation, especially after
the model calibration [74]. Therefore, the upper benchmark should not be an unrealistic
perfect simulation but should take into account potential errors in the data. We encourage
further discussions and exploration of the impact of hydroclimatic situations and data
quality on a perfect model fit in future research.

Figure 6 shows the average monthly streamflow hydrograph simulated with different
calibration methods. It is observed that the two cases of calibration approaches resulted
in good performance of the simulated monthly streamflow in the test catchment. All
calibrated approaches provided better results than the non-calibrated model. In the wet
season, the simulation results of the monthly average streamflow for the ‘Sim Budyko’ and
‘Sim streamflow’ calibrations are close to the measured data and are far superior to the
non-calibration model. However, in the dry season, the simulation results of the model are
relatively poor. The reason is that SWAT suffers from the aforementioned disadvantages
(i.e., poor model performance in the dry season, large differences between dry and rainy
season) [75]. It should be noted that there are two main reasons for the poor performance
of the model in the dry season. First, the calibrated objective functions tend to rely on flood
characteristics and do not take into account dry periods. Second, the temporal variation of
the sub-watershed model parameters is not considered. For example, Muleta found that the
sensitivities of the main parameters of the SWAT model were significantly different in dry
and wet periods [76]. Additionally, as reported in studies using other hydrological models,
model efficiency is consistently lower during dry periods than during wet periods [77].
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Figure 6. Average monthly streamflow hydrograph simulated with different calibration approaches
(Sim Budyko, Sim streamflow, non-calibration) in the UL-MR. (a) Changdu hydrological station;
(b) Xiangda hydrological station.

The empirical cumulative density function (CDF) of the monthly runoff distribution
for the three calibration methods was calculated. Flow duration curves of simulated and
observed values are often used and compared to assess the goodness of fit of the model.
Figure 7 shows the CDF of the monthly streamflow of the three calibration approaches. It
is apparent that the ‘Sim Budyko’ and ‘Sim streamflow’ calibrations offered a good fit. The
simulation result is good in the high streamflow period, but worse in the low streamflow
period. However, the portion of the curve related to streamflow shows a large discrepancy
between simulated and observed values indicates poor simulation performance during the
dry season.
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proaches (Sim Budyko, Sim Streamflow, Non-calibration). (a) Changdu hydrological station;
(b) Xiangda hydrological station.

Water yield is one of the important parameters estimated by this model for effective
water resource management and when planning the research area. The contribution made
by each sub-basin in the watershed area to the total water yield during the simulation
period was examined using the three calibration approaches (Sim Budyko, Sim streamflow
and non-calibration). Figure 8 shows the water yield and lateral flow spatial variation
of sub-basins in the period of 1961~2013. The average annual water yield of the UL-MR
obtained by ‘Sim Budyko’ calibration and ‘Sim streamflow’ calibration is close; the results
are, respectively, 192.6 and 195.6 mm. However, the average annual water yield of the
UL-MR obtained by ‘uncalibration’ is only 135.8 mm. The water yield spatial variation
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of sub-basins obtained by ‘Sim Budyko’ calibration and ‘Sim streamflow’ calibration is
basically consistent. It was noted that sub-basin 8 has the highest water yield of above
240 mm. The lateral flow obtained based on the ‘Sim Budyko’ calibration is obviously
different from the ‘Sim streamflow’ calibration, because the ‘Sim Budyko’ calibration fails
to fully consider the influence of the concentration parameters. The lateral flow was higher
in the high infiltration region and lower in flat land. It was observed that the southwest
region contributed a high lateral flow to streamflow.

Water 2022, 14, x FOR PEER REVIEW 15 of 22 
 

 

basins obtained by ‘Sim Budyko’ calibration and ‘Sim streamflow’ calibration is basically 
consistent. It was noted that sub-basin 8 has the highest water yield of above 240 mm. The 
lateral flow obtained based on the ‘Sim Budyko’ calibration is obviously different from 
the ‘Sim streamflow’ calibration, because the ‘Sim Budyko’ calibration fails to fully con-
sider the influence of the concentration parameters. The lateral flow was higher in the 
high infiltration region and lower in flat land. It was observed that the southwest region 
contributed a high lateral flow to streamflow.  

 
Figure 8. (a)Lateral flow and (b)water yield spatial variation of sub-basins for 1961~2013. Numbers 
represent subbasins code. 

4.3. Comparison of Calibrated Parameters 
The sensitivity of the parameters was evaluated by considering the p-value [68]. For 

‘Sim Budyko’ calibration, three parameters (SOL_K(1), SOL_BD(1), CN2) were signifi-
cantly sensitive at low p-values (<0.05) during the calibration period for most sub-basins 
(Table 5). The remaining parameters were found to have no significant impact on dis-
charge simulations and caused no significant changes in the model surface runoff output 
with p-values > 0.05, thus increasing model uncertainties in the catchment. For ‘Sim 
streamflow’ calibration, Figure 9 shows the relationship between parameters and objec-
tive function using NSE. Each graph shows the NS value as a function of the eight param-
eter values. Looking at the scatter plots created during calibration, significant distribution 
parameter values were observed for most of the parameters according to the global sensi-
tivity analysis. In regions with a high NSE, many parameters exhibit equifinality phenom-
enon. These features also show that most parameters in the model simulation results have 
low uncertainty. However, model parameters CN2, SOL_K(1) and SOL_BD(1) were more 
distinguishable, showing more variance than the other parameters. It should be noted that 

Figure 8. (a)Lateral flow and (b)water yield spatial variation of sub-basins for 1961~2013. Numbers
represent subbasins code.

4.3. Comparison of Calibrated Parameters

The sensitivity of the parameters was evaluated by considering the p-value [68]. For
‘Sim Budyko’ calibration, three parameters (SOL_K(1), SOL_BD(1), CN2) were significantly
sensitive at low p-values (<0.05) during the calibration period for most sub-basins (Table 5).
The remaining parameters were found to have no significant impact on discharge simulations
and caused no significant changes in the model surface runoff output with p-values > 0.05, thus
increasing model uncertainties in the catchment. For ‘Sim streamflow’ calibration, Figure 9
shows the relationship between parameters and objective function using NSE. Each graph
shows the NS value as a function of the eight parameter values. Looking at the scatter plots
created during calibration, significant distribution parameter values were observed for most of
the parameters according to the global sensitivity analysis. In regions with a high NSE, many
parameters exhibit equifinality phenomenon. These features also show that most parameters
in the model simulation results have low uncertainty. However, model parameters CN2,
SOL_K(1) and SOL_BD(1) were more distinguishable, showing more variance than the other
parameters. It should be noted that the degree of aggregation of NSE decreases as the values
of the CN2, SOL_K(1) and SOL_BD(1) decrease, which indicates that the CN2, SOL_K(1) and
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SOL_BD(1) have a significant effect on the uncertainty of the simulation results. This indicated
that the remaining model parameters were the primary source of streamflow uncertainty
in the UL-MR. We should fully understand the real structure information of the model to
reduce errors caused by the structure and parameters uncertainty. The SWAT model runs on a
large number of parameters to account for uncertainties, and the large number of parameters
further complicates the process of the model’s parameterization and calibration [49].

Table 5. Sensitivity analysis of SWAT model parameters in different subbasins for the calibration period.

Parameters Name
p-Value

Sub1 Sub2 Sub3 Sub4 Sub5 Sub6 Sub7 Sub8 Sub9 Sub10

r_CN2.mgt 0.00 0.02 0.00 0.00 0.33 0.59 0.01 0.50 0.00 0.01
v_GW_DELAY.gw 0.07 0.12 0.13 0.49 0.20 0.17 0.18 0.18 0.09 0.28

v_GWQMN.gw 0.15 0.05 0.41 0.14 0.07 0.60 0.46 0.04 0.37 0.93
v_CH_N2.rte 0.02 0.02 0.23 0.23 0.04 0.59 0.49 0.02 0.38 0.86

v_ALPHA_BNK.rte 0.89 0.82 0.39 0.38 0.47 1.00 0.82 0.48 0.81 0.37
v_ESCO.hru 0.95 0.59 0.07 0.99 0.67 0.73 0.71 0.49 0.99 0.25

r_SOL_K(1).sol 0.00 0.00 0.00 0.30 0.10 0.00 0.00 0.19 0.00 0.00
r_SOL_BD(1).sol 0.00 0.00 0.00 0.84 0.66 0.00 0.00 0.36 0.00 0.00

Note. The initial letter of the parameter name represents the adjustment method of parameters. “R” denotes the
relative change by multiplying and “V” denotes replacement of the initial value.

Table 6 shows the optimal values of the calibration parameters of the different cali-
bration approaches using SWAT-CUP. The ‘Sim Budyko’ parameter value is the average of
all sub-basins. The models using different calibration methods had different optimal pa-
rameter sets; however, upon closer inspection, we found that the values of both parameter
sets were very different. In other words, the model using different calibration methods
still yielded similarly good performance but had different optimal parameter values. This
reflects the effect of parameter equifinality [78]. In general, the calibrated parameters
using observed streamflow and water yield were different. For example, the ‘Sim Budyko’
calibration led to a decrease in the value of the CN2 parameter by 4%, respectively, whereas
the ‘Sim streamflow’ calibration led to a slight increase in CN2 by 4%. An increase in
CN2 generally leads to an increase in runoff in the model. For the GW_DELAY, the two
calibration approaches produced similarly large values, which resulted in slower recharge
and discharge to rivers from shallow aquifers [79]. The GWQMN represents base flow and
its value decreased from 1.94 to 1.15. Regarding channel parameters, the CH_N2 increased
from 0.12 to 0.19 and the ALPHA_BNK increased from 0.19 to 0.28; a larger ALPHA_BNK
value results in greater bank storage, which contributes to the flow reaching the main
channel or sub-basin. The channel water routing parameters (CH_N2, ALPHA_BNK)
were not sensitive to the objective function of the Budyko calibration because the Budyko
calibration takes more consideration of runoff generation and evaporation at the sub-basin
scale; the routing processes and the runoff concentration are not sensitive to the objective
function of the Budyko calibration. The ESCO is an important parameter related to soil
evaporation, and as the ESCO value decreased from 1.00 to 0.86, the model was able to
extract a greater evaporation demand from the lower levels. The parameter SOL_AWC is
the effective water capacity of the soil layer, and its value decreased from 0.94 to 0.51. A
reduction in SOL_AWC usually results in a reduction in runoff [65].
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Table 6. Optimal parameters calibrated for two calibration approaches.

Parameters Name Sim Budyko Sim Streamflow

r_CN2.mgt −0.04 0.04
v_GW_DELAY.gw 303.46 442.20

v_GWQMN.gw 1.15 1.94
v_CH_N2.rte 0.19 0.12

v_ALPHA_BNK.rte 0.28 0.19
v_ESCO.hru 0.86 1.00

r_SOL_K(1).sol 0.51 0.94
r_SOL_BD(1).sol 0.55 0.85

Note. The initial letter of the parameter name represents the adjustment method of parameters. “R” donates
relative change by multiplying and “V” donates replacement of the initial value.

In summary, during the calibration, the different parameter values compensated for
the difference in different calibration approaches, resulting in good consistency with the
observed streamflow at the outlet of the basin. This can lead to different hydrological
compartments (e.g., surface runoff, base flow, and groundwater flow). Therefore, although
the traditional calibration and Budyko calibration provided good fits between the simulated
and observed streamflow, the division of the water balance components may differ for
different calibration approaches [68]. Numerous studies have already emphasized that
modeling other water balance components with models calibrated only with outlet flow
should be used with great caution [80]. This is the inherent limitation of calibrating and val-
idating a model based on only flow at the outlet of the watershed. It is important to validate
models using other hydrological components such as snow coverage measurements, soil
moisture and satellite-based evapotranspiration [81]. If there are sufficient data, a multi-site
and multi-objective calibration should be performed to remove this uncertainty [81]. In
this regard, research has been carried out to explore whether combining remote sensing
datasets with spatially distributed datasets can improve the overall performance of the
hydrological model in some regions [82]. Topics in multi-variable and multi-site calibration
are of great interest to us and we plan to conduct further studies on this topic in ungauged
mountain basins in the Tibetan Plateau.

5. Conclusions

Due to the lack of ground-based measurements in many mountainous areas in the
Tibetan Plateau, this study assessed the potential of calibrating the UL-MR hydrological
model using the Budyko framework for the UL-MR. Furthermore, the SWAT model was
calibrated using the water yield data. The Budyko calibration approach was compared with
the traditional calibration and non-calibration approaches and the model performances for
simulating streamflow were determined. This approach is independent of the observed
streamflow data and provides more realistic water projections in ungauged basins. We
reached the following main conclusions: (1) the simple parameterization of the basin-
specific ω resulted in better performance in modeling annual evapotranspiration than the
original Budyko model (ω=2.6); (2) the Budyko calibration approach, which considered
the variation in the parameter ω, achieved satisfactory simulation of daily streamflow
and further proved the applicability of the SWAT model in the mountain watershed;
(3) using different calibration approaches resulted in different optimal parameters; therefore,
simulations of other water balance components in the model calibrated only with outlet
flow should be used with great caution. Multi-site and multi-objective calibration is a
promising approach for minimizing uncertainties.

We believe that the proposed approach is a valuable tool for predicting the streamflow
in watersheds with no data. In addition, the performance of the Budyko calibration
approach requires further investigation under different temporal and spatial scales, and
the added value of the currently available satellite products in limiting calibration and
the spatial assessment of hydrological models should be further explored, particularly in
sparsely gauged and ungauged mountain basins.
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