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Abstract: The Mann–Kendall (MK) test was widely used to detect significant trends in hydrologic
and climate time series (HCTS), but it cannot deal with significant autocorrelations in HCTS. To solve
this problem, the modified MK (MMK) test and the over-whitening (OW) operation were successively
proposed. However, there are still limitations for these two methods, especially for the OW operation.
When an HCTS has unknown interaction scenarios of trends and autocorrelations, it is obviously
unclear which of these two methods will perform better in the trend test. Additionally, the trend
test is always accompanied by an autocorrelations test. In the dual test, it is also unknown how
the significance level affects the accuracy of the trend test. To address these issues, this study first
proposes a strategy of adding an outer loop to modify the OW-operation-based trend test. Then,
two simulation experiments are designed to evaluate the performances of MMK-test-based and
OW-operation-based methods, and the influence of the significance level on the trend test is analyzed.
Moreover, six HCTSs in the Huaihe River basin are taken as examples to examine the consistence
and difference of trend test results of these two methods. Results show that: (1) previous OW
operations still have the risk of misjudging trends in the presence of significant autocorrelations, and
the proposed strategy is necessary and effective to modify the OW operation; (2) these two methods
are similar in the accuracy of the trend test results, but they may also produce opposite results when
determining whether a significant trend is a pseudo trend or not; and (3) at a given significance level
α, the accuracy rates of two methods are always less than 1-α, and the accuracy rate of the trend test
tends to decrease for short HCTSs and increase for long HCTSs as the significance level decreases.
This study would provide a new perspective for the trend test of HCTS based on the MK test.

Keywords: trend test; autocorrelations test; Mann–Kendall test; over-whitening operation;
hydrologic and climatic time series

1. Introduction

With the intensification of global warming and human activities, changes in the hy-
drologic and climatic time series (HCTS) have shown significant non-stationarity in many
regions around the world [1,2]. This situation has brought many new and unexpected chal-
lenges to social economics [3], people’s health and lifestyles [4,5], and wildlife survival [6],
which have adapted to a relatively stationary climate environment in the past. Before
taking active countermeasures, it is particularly important to identify the non-stationary
change characteristics of hydrological and climatic time series [7,8].

As a major manifestation of non-stationarity, trends embedded in various HCTSs have
attracted extensive attention in the hydro-meteorological community [9,10]. The available
research focuses mostly on how to accurately test the significance of HCTS trends in the
presence of significant autocorrelations, which has a considerable impact on the trend
test result [11,12]. As can be seen in Figure 1, there are four rough interaction scenarios
(six detailed scenarios) of trends and autocorrelations for an HCTS. Specifically, Scenario
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1 denotes that an HCTS has neither a significant trend nor significant autocorrelations.
Scenario 2, which can be divided into two detailed scenarios, i.e., Scenarios 2A and 2B,
shows that an HCTS has a significant trend but has no significant autocorrelations. In
Scenario 2A, the significant trend does not cause significant pseudo autocorrelations; while
in Scenario 2B, the significant trend leads to significant pseudo autocorrelations. Scenario 3
represents that an HCTS has significant autocorrelations but has no significant trend,
which can also be decomposed into two detailed scenarios, i.e., Scenarios 3A and 3B.
Scenario 3A is that the significant autocorrelations do not result in a significant pseudo
trend. However, the significant autocorrelations give rise to a significant pseudo trend
in Scenario 3B. Scenario 4 indicates that an HCTS has a significant trend and significant
autocorrelations, which interact with each other. There is no doubt that the existence of six
detailed interaction scenarios complicates the trend tests of various HCTS in the real world.
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Figure 2b. One can see that the autocorrelation coefficients of X1 are insignificant at the 
5% significance level, while R1, R12, and R13 are significant for X2. At the 5% significance 
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lead to a pseudo trend for X2. Therefore, eliminating the effect of significant autocorrela-
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test. According to previous studies, this study summarized three general MK test-based 
trend test methods to eliminate the influence of autocorrelations, namely, the separation 
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The Mann–Kendall (MK) test [13,14] is the most widely used non-parametric trend test
method; it has no strict requirements on data distribution in an HCTS compared to other
parametric trend test methods [15]. However, the MK test assumes that the data in a time
series are independent, which is difficult to satisfy for an HCTS since it may have significant
autocorrelations [12]. Without considering significant autocorrelations, the MK test may
generate a false trend test result for a time series [11]. For example, as shown in Figure 2a,
X1 and X2 are independent and dependent random time series, respectively. The two
random time series have the same length, the same average value, and the same variance.
Furthermore, the autocorrelation functions (ACFs) of X1 and X2 are shown in Figure 2b.
One can see that the autocorrelation coefficients of X1 are insignificant at the 5% significance
level, while R1, R12, and R13 are significant for X2. At the 5% significance level, the MK test
results show that X1 has an insignificant trend (p-value = 0.1006) while X2 has a significant
trend (p-value = 0.0086). Apparently, the significant autocorrelations lead to a pseudo
trend for X2. Therefore, eliminating the effect of significant autocorrelations is crucial to
accurately determine the significance of trends in HCTS using the MK test. According to
previous studies, this study summarized three general MK test-based trend test methods
to eliminate the influence of autocorrelations, namely, the separation method [16–18], the
implantation method [11,19], and the interference method [7,20].
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The separation method is to separate the autocorrelation components from an HCTS
of length n and then use the MK test to examine the trend of the residual components or
bootstrapped time series. Von Storch (1995) [16] presented a pre-whitening operation to
perform the MK test by removing serial correlation in an HCTS. Considering the possible
damage of the pre-whitening operation to the real trends, Yue and Wang (2002) [17] further
suggested a trend-free pre-whitening operation for the trend test on an HCTS. In addition,
Noguchi et al. (2011) [18] proposed a sieve bootstrap approach that can be combined with
the MK test for estimating and evaluating trends in HCTSs. Specifically, the sieve bootstrap
approach extracts the autocorrelation components of an HCTS and obtains the residuals
and then uses the resampled residuals as a noise to simulate many new bootstrapped
time series. These bootstrapped time series, with an autocorrelation structure similar to
that of the HCTS, can provide inference on the trend of the HCTS. Due to its simplicity,
the separation method was used to test the trends of HCTSs in some regions [21,22].
Nevertheless, when the m-order (m is the maximum order of the autocorrelation coefficient,
m < n) autocorrelation coefficient is significant, the exact autocorrelation components of
the HCTS between t0 (recording time of the first data) and t0 + m−1 cannot be derived,
resulting in a shorter length of the effective residuals. When the proportion of m in n
is very large, the trend tests based on the separation method tend to be unreliable. In
other words, the separation method is not suitable for the trend test on an HCTS with
high-order autocorrelations.

The implantation method aims to modify the MK statistic by implanting the sig-
nificant autocorrelation coefficients into the test statistic, thus, reducing the effect of
autocorrelations [18]. Hammed and Rao (1998) [11] proposed a modified Mann–Kendall
(MMK) test method by taking the influence of autocorrelations on the variance of an MK
trend test statistic into account. To test the trend of persistent HCTS, Hammed (2009) [19]
further developed a new MK test statistic and verified that it could be easily described by
the Beta distribution. The implantation method such as the MMK test is popular in many
studies because it takes higher-order autocorrelations into account [23,24]. However, the
inaccurate estimation and test of higher-order autocorrelation coefficients of HCTSs may
lead to failure of the trend test when using the implantation method.

Unlike the separation and implantation methods, the interference method aims to
disrupt the serial correlation of an HCTS by superimposing a noise series on the HCTS, thus,
rendering the HCTS into an independent series. Şen (2017) [7] designed an over-whitening
(OW) operation to add a randomly generated Gaussian white noise to the standardized
HCTS for the MK test. Şen (2017) [7] claimed that the OW operation does little damage to
the true trend of original HCTS under the finite variance of white noise but did not provide
an effective approach to determine the variance of white noise. In addition, randomly
generated white noise with a specific variance may not succeed in disrupting the serial
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correlation in HCTS at once. Considering the two issues, Xie et al. (2022) [20] modified
the OW operation in testing local trends of HCTSs. Specifically, they adopted a strategy of
gradually increasing the white noise variance in small steps. However, white noise with
sufficiently large variance may alter the significance of the trend in the HCTS. Thus, it is
still an unsolved problem for the OW operation to ensure the reliability of the trend test
results when continuously increasing the noise variance to destroy the autocorrelations.

Compared to the separation method, the implantation and interference methods
have stronger applicability in testing trends of HCTSs with higher-order autocorrelations.
For an HCTS with an unknown interaction scenario of trend and autocorrelations, both
implantation and interference methods can be used to test the trend of the HCTS. In this
case, which method performs better under the same significance level (α)? To the best
of our knowledge, this question was not yet discussed in previous studies. In addition,
the trend test is always accompanied by an autocorrelations test, and the significance
level (e.g., α = 10%, 5% and 1%) is given before the trend and autocorrelations tests. For an
HCTS with a certain length, it is still unclear how the significance level would affect the
accuracy of the trend test in the joint test of trend and autocorrelations.

Therefore, using the MMK test and OW operation as representatives of the implanta-
tion and interference methods, respectively, this study aims to achieve the three following
outcomes: (1) provide an effective strategy to achieve reliable trend test results for HCTS
using the OW operation; (2) evaluate the performances of the MMK test and OW operation
in testing trends in HCTSs; and (3) reveal the impact of the significance level on the trend
test in HCTSs in different interaction scenarios.

2. Methods
2.1. Trend and Autocorrelations Analysis
2.1.1. MK Test and MMK Test

(1) MK test

In the trend test of time series x(t) (t = 1, . . . , n), the MK test statistic (ZMK) is given as:

ZMK =


S−1√
Var(S)

, if S > 0;

0, if S = 0;
S+1√
Var(S)

, if S < 0.
(1)

where:

Var(S) =
1

18

[
n(n− 1)(2n + 5)−

m

∑
i=1

ti(ti − 1)(2ti + 5)

]
(2)

where ZMK asymptotically follows the standard normal distribution with the increasing
length (n) of the time series; S is the trend test statistic [11]; Var(S) denotes the variance of
S considering ties in the time series; n is the length of the time series [19]; m denotes the
number of tied values; and ti is the number of ties for the ith value.

If the data in the time series are independent, the trend in the time series is significant
and |ZMK| is larger than Z1−α/2, where Z1−α/2 is the 1 − α/2 quantile of the standard
normal distribution; otherwise, the trend is not significant.

(2) MMK test

Taking significant high-order autocorrelations into account, the MMK test statistic
(ZMMK) is built as:

ZMMK =
S√

µ ·Var(S)
(3)

where:

µ = 1 +
12

n(n− 1)(n− 2)π

Lmax

∑
j=1

[
(n− j)(n− j− 1)(n− j− 2) · arcsin

(
ρj

2

)]
(4)
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where ZMMK asymptotically obeys the standard normal distribution [11,19]; µ is the cor-
rection factor of variance for the time series; ρj is the jth-order autocorrelation coefficient
that is significant, and ρj = 0 if it is not significant; and Lmax is the maximum integer, which
is not larger than n/4, because the estimation of ρj tends to be more and more inaccurate
with an increasing value of j [25].

When the time series has significant autocorrelations, the trend is significant if |ZMMK|
is more than Z1−α/2; otherwise, it is not significant.

2.1.2. Autocorrelations Test

(1) Single-order autocorrelation test

The ith-order autocorrelation coefficient (ρi) is estimated by Equation (5) for its small
mean squared error [25]:

ri =

n−i
∑

j=1
[x(j)− xa][x(j + i)− xa]

n
∑

k=1
[x(k)− xa]

2
(5)

where ri is the estimator of ρi; and xa is the average value of x(t).
The single-order autocorrelation test statistic [24] is expressed as:

Zρ(i) =
1 + (n− i)ri√

n− i− 1
(6)

where Zρ(i) is the test statistic that asymptotically obeys the standard normal distribution.
Under the significance level α, ri (ri ≤ n/4) is significant if |Zρ| is larger than Z1−α/2;

otherwise, ri is not significant.

(2) Overall test for high-order autocorrelations

The Box–Pierce test [26] and its modified version, the Ljung–Box test [27], are two
commonly used high-order autocorrelation test methods. However, they do not perform
as well as expected in testing for high-order autocorrelations because both neglect that
the sum of sample autocorrelation function is a constant value [25,28]. Compared to the
Box–Pierce and Ljung–Box tests, the quadratic sum test proposed by [28] is more effective
in judging the existence of high-order autocorrelations. The test statistic (Q) of the quadratic
sum test is given as:

Q =
n−1

∑
i=1

r2
i (7)

Qα =
1
2
+

2
π

cot−1
{

a · exp
[
b ·
(
log10 n

)c
]}

(8)

where Qα is an empirical critical value to examine the existence of high-order autocorrela-
tions under the significance level α [28]; cot−1 denotes the inverse function of cotangent
function; and a, b, and c are three parameters depending on the significance level α.

There are high-order autocorrelations in x(t) if Q is larger than Qα; otherwise, x(t)
has no high-order autocorrelations. Note that the quadratic sum test cannot judge the
significance of the first-order autocorrelation. To test the global autocorrelations for a
sample time series, the first-order autocorrelation is tested by Equation (6), and high-order
autocorrelations are tested with Equations (7) and (8).

2.1.3. De-Trending Operation

Autocorrelation components should be stationary. Hammed and Rao (1998) [11] and
Yue and Wang (2002) [17] suggested that it is necessary to remove the trend component
from an original HCTS before testing the significance of autocorrelations for the HCTS.
Xie et al. (2020) [28] found that eliminating linear trends was less detrimental to the original
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autocorrelation function of a sample time series than eliminating nonlinear trends. In the
study, the Sen’s trend estimator is employed to estimate the linear trend of a time series [29],
which is given by:

x′(t) = k · t (9)

where:

k = med
( xj − xi

j− i

)
(10)

where x’(t) represents the trend component estimated by the Sen’s trend estimator; k is the
trend slope; and med denotes the median operator.

Then, the de-trended component of x(t) is given as:

y(t) = x(t)− x′(t) (11)

where y(t) is the de-trended component.

2.1.4. OW Operation

Once the original time series x(t) has significant autocorrelations, it is first standardized
as follows:

z(t) =
x(t)− xa√
Var[x(t)]

(12)

where z(t) is the standardized time series; and Var[x(t)] denotes the variance of x(t).
The OW operation [7] is formulated as:

u(t) = z(t) + ε(t) (13)

where u(t) denotes the over-whitened time series; and ε(t) is the Gaussian white noise series
with the variance of γ.

For u(t), the trend slope ku can be estimated by Equation (10) if the global autocorrela-
tions are not significant and the trend is significant. According to Xie et al. (2022) [20], the
trend slope kx for x(t) can be derived by:

kx = ku ·
√

Var[x(t)] (14)

2.2. Trend Tests Based on the MMK Test and OW Operation
2.2.1. Trend Test Based on the MMK Test

The flow chart of trend test based on the MMK test is shown in Figure 3. As can be seen
from Figure 3, there are six detailed results (Results 1, 2A, 2B, 3A, 3B, and 4) corresponding
to the six detailed interaction scenarios (Scenarios 1, 2A, 2B, 3A, 3B, and 4) in Figure 1.
The MMK test is employed to distinguish Scenarios 3B and 4 in the trend test. For an
original time series x0(t) (t = 1, . . . , n), the trend test steps based on the MMK test are shown
as follows:

Step 1 Input x0(t), and preset the significance level (α) and the maximum lag (Lmax = floor(n/4),
where floor denotes the floor function) of autocorrelation coefficient in the order-by-order test;
Step 2 Test the trend in x0(t) using Equations (1) and (2), and simultaneously test the global
autocorrelations of x0(t) by Equations (5)~(8);
Step 3 Output Result 1 if neither the trend nor the global autocorrelations are significant,
output Result 2A if the trend is significant and the global autocorrelations are not significant,
output Result 3A if the global autocorrelations are significant and the trend is not significant,
and then terminate the trend test;
Step 4 Conduct the de-trending operation for x0(t) using Equations (9)~(11), thus, generating
the de-trended time series x1(t) if the trend and autocorrelations are significant;
Step 5 Test the global autocorrelations of x1(t), output Result 2B if the global autocorrelations
are not significant, and then terminate the trend test;
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Step 6 Test the autocorrelation coefficient ri (i = 1, . . . , Lmax) order by order if the global
autocorrelations are significant, and then test the trend of x0(t) by Equations (3) and (4);
Step 7 Output Result 3B if the trend is not significant; otherwise, output Result 4 and
terminate the trend test.
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Figure 3. Trend test for an HCTS based on the MMK test. (Note: x0(t) denotes the original time
series; x1(t) is the de-trended time series; Results 1, 2A, 2B, 3A, 3B, and 4 correspond to Scenarios
1, 2A, 2B, 3A, 3B, and 4, respectively; α is the significance level; Lmax denotes the maximum lag of
autocorrelation coefficient; and ri represents the estimate of the i-th order autocorrelation coefficient.).

2.2.2. Trend Test Based on the OW Operation

The trend test process based on the OW operation is displayed in Figure 4. From
Figure 4, it can be seen that the OW operation is applied to discriminate Scenarios 3B and 4
in the trend test. Trend test steps based on the OW operation are given as below:

Step 1 Input x0(t), α, the maximum number (Mmax = 1000) of simulations, the maximum
number (Nmax = 10) of cycles for OW operation, and the increasing step (∆γ = 0.1) of
variance of the Gaussian white noise;
Steps 2~5 can be referred to the same steps in the trend test based on the MMK test;
Step 6 Standardize x0(t) to generate the standardized time series x2(t) by Equation (12);
Step 7 Generate a Gaussian white noise ε(t) with the variance of γ, and superimpose ε(t) on
x2(t), thus, generating x3(t);
Step 8 Conduct the de-trending operation for x3(t) using Equations (9)~(11), and thus,
generating x4(t);
Step 9 Test the global autocorrelations of x4(t), and then return to Step 7 if the global
autocorrelations are significant and the current number (N) of cycles for the OW operation
does not reach Nmax;
Step 10 Increase γ in steps of ∆γ, and then return to Step 7 if N is larger than Nmax and the
global autocorrelations are still significant;
Step 11 Test the trend of x3(t) if the global autocorrelations are not significant, and then
record the current number (M) of simulations;
Step 12 Accumulate for the number m1 if the trend is not significant; otherwise, accumulate
for the number m2;



Water 2022, 14, 3006 8 of 26

Step 13 Return to Step 10 if M is not larger than Mmax; otherwise, calculate the percentages
(f 1 and f 2) of m1 and m2 in M;
Step 14 Output Result 3B if f 1 is not smaller than f 2; otherwise, output Result 4, and then
terminate the trend test.
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Figure 4. Trend test for HCTS based on the OW operation. (Note: xi(t) (i = 1, . . . , 4) is the time
series processed in the trend test; M denotes the current number of simulations; Mmax represents the
maximum number of simulations; m1 and m2 are the numbers of occurrences of Results 3B and 4,
respectively; f 1 and f 2 are the occurrence frequencies of Results 3B and 4 in many simulations,
respectively; N denotes the current number of cycles of the OW operation; Nmax is the maximum
number of cycles for the OW operation; ε(t) is a randomly generated white noise; γ represents the
variance of ε(t); ∆γ denotes the increasing step of variance γ; and other information can be found
in Figure 3).

As can be seen from Figure 4, an outer loop is designed to calculate the occurrence
frequencies (f 1 and f 2) of significant and non-significant trends in the OW operation. The
designed outer loop is the strategy of this study to ensure the reliable trend test results
using the OW operation. Based on f 1 and f 2, it is clear whether an HCTS has a significant
trend or a significant pseudo trend.

2.3. Simulation Experiments
2.3.1. Generation of Sample Time Series

The autoregressive moving average model ARMA (1, 1) is often used to generate STS
to verify the performance of a trend test method [7,11]. The first number 1 and the second
number 1 represent the autoregressive order and the moving average order, respectively.
In this study, the ARMA (1, 1) model with a built-in linear trend is established to generate
sample time series (STS), i.e., x(t), which is formulated as:

x(t) = φ · x(t− 1) + ξ(t) + θ · ξ(t− 1) + k · t (15)

where φ (0 < φ < 1) and θ (0 < θ < 1) represent the autoregressive coefficient and moving
average coefficient, respectively; k (0 < k < 0.1) denotes the trend slope; and ξ(t) is the
random error series following the standard normal distribution.
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2.3.2. Introduction to Simulation Experiments

This study designs two simulation experiments to assess the performance of trend
tests based on the MMK test and OW operation, and the influence of significance level
on the trend test is analyzed. In each simulation experiment, 1000 STSs are generated by
Equation (15) randomly. Note that the moving average coefficient θ in both experiments is
equal to zero to simplify the simulations.

(1) Simulation experiment 1

The 1000 STSs are randomly generated by

x(t) =


ξ(t), if 0 ≤ RN1 ≤ 0.25 ;
ξ(t) + (0.02 + 0.04RN2) · t, if 0.25 < RN1 ≤ 0.5 ;
(0.3 + 0.4RN3) · x(t− 1) + ξ(t), if 0.5 < RN1 ≤ 0.75 ;
(0.3 + 0.4RN3) · x(t− 1) + ξ(t) + (0.02 + 0.04RN2) · t, if 0.75 < RN1 ≤ 1 .

(16)

where RN1, RN2, and RN3 are three uniform random numbers, 0 ≤ RN1, RN2, RN3 ≤ 1.
Under the same significance level, the trend of each STS is tested by the MMK test and

OW operation, respectively. As shown in Figure 5a, the trend test result is true if Result i
(i = 1, . . . , 4) corresponds to Scenario i, otherwise, the test result is false. Note that Result 2
includes Results 2A and 2B, and Result 3 contains Results 3A and 3B.
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Figure 5. Judgement of trend test results (a) and the SRF matrix (b). (Note: T and F denote the truthful
and false trend test results of the corresponding scenarios, respectively; fij (i = 1, . . . , 4; j = 1, . . . , 4)
denotes the frequency of Result i corresponding to Scenario j in the simulation experiment 2; Fj is the
frequency of Scenario j in the simulation experiment 2; gj represents the accuracy rate for Scenario j;
and η is the overall accuracy rate).

The effect of significance level on trend tests can be determined according to the trend
test results. Meanwhile, the performance of each trend test method also can be evaluated.

(2) Simulation experiment 2

Another 1000 STSs are generated by

x(t) =


ξ(t), i f 0 ≤ RN ≤ 0.25;
ξ(t) + k · t, i f 0.25 < RN ≤ 0.5;
φ · x(t− 1) + ξ(t), i f 0.5 < RN ≤ 0.75 ;
φ · x(t− 1) + ξ(t) + k · t, i f 0.75 < RN ≤ 1 .

(17)
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where RN denotes a uniform random number; φ = 0.3, 0.5, and 0.7; and k = 0.02, 0.04, and 0.06.
Unlike simulation experiment 1, the main objective of simulation experiment 2 is to

examine the impacts of trend and autocorrelations on the performances of the MMK test
and OW operation. As can be seen from Figure 5b, the scenario–result frequency (SRF)
matrix is composed of the occurrence frequency (fij) of Result i (i = 1, . . . , 4) corresponding
to Scenario j (j = 1, . . . , 4). Based on the SRF matrix, the accuracy rate (gj) for Scenario j and
the overall accuracy rate (η) can be applied to evaluate the effectiveness of these two trend
test methods.

3. Application to STS
3.1. Preliminary Verification for Two Trend Test Methods

As shown in Figure 6, six STSs (STS1, . . . , STS6) with a length of 50 are generated
based on Equation (15). The interaction scenarios of STS1, STS2, STS3, STS4, STS5, and
STS6 correspond to Scenarios 1, 2, 3, 4, 5, and 6, respectively. Particularly, STS4 and STS5
are generated from the same model: x(t) = 0.6x(t − 1) + ξ(t) + 0.4ξ(t − 1), t = 1, . . . , 50.
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The trend tests based on the MMK test and OW operation are applied to the six STSs,
and the results are shown in Table 1. It demonstrates that results of the MMK test and OW
operation are consistent for the same STS. Moreover, the trend test results for STS1 to STS6
correspond well to scenarios 1, 2A, 2B, 3A, 3B, and 4, respectively. Based on the two trend
test methods, the calculated trend slopes (0.019 and −0.071) for STS2 and STS3 are close to
their true ones (0.03 and −0.06), but the calculated trend slopes (kI = 0.060 and kII = 0.059)
of STS6 deviate significantly from its true one (0.03). In the trend tests based on the OW
operation, the average minimum variances (γa) of superimposed white noise are 0.66 and
0.75 for STS5 and STS6, respectively. Moreover, the occurrence frequencies (f 1 and f 2) of
Results 3B and 4 are 66% and 34% for STS5 and 13.2% and 86.8% for STS6.
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Table 1. Trend test results of the six STSs based on the MMK test and OW operation at 5%
significance level.

STS STS1 STS2 STS3 STS4 STS5 STS6

Result I 1 2A 2B 3A 3B 4
Result II 1 2A 2B 3A 3B 4

kI 0 0.019 −0.071 0 0 0.060
kII 0 0.019 −0.071 0 0 0.059
γa 0 0 0 0 0.66 0.75

f 1 (%) 0 0 0 0 66.0 13.2
f 2 (%) 0 0 0 0 34.0 86.8

Note: Results I and II represent results of the MMK test and OW operation, respectively; kI and kII denote the
trend slopes of STS derived by the MMK test and OW operation, respectively; γa is the average minimum variance
of white noise in the trend test based on the OW operation; and f 1 and f 2 are the occurrence frequencies of Results
3B and 4 in the trend test based on the OW operation, respectively.

3.2. Results of Simulation Experiment 1

Table 2 shows the accuracy rates of trend tests based on the MMK test and OW opera-
tion at different significance levels. One can see that the accuracy rates of the two methods
increased significantly with the increasing length (n) of STS at the same significance level
(α). For the STS of length 30, the accuracy rate of MMK test decreased as α decreased, and
the accuracy rate of the OW operation at the 1% significance level was less than that at the
5% (10%) significance level. With respect to the STS of length 50, the accuracy rates of the
two methods initially increased and then decreased as α decreased. When the length of STS
increased to 100, the accuracy rates of the two methods increased as α decreased. Overall,
the accuracy rates of the two methods were always lower than 1 − α at the significance
level α, and the accuracy rates gradually approached 1 − α with a decrease in α when the
length of the STS was long enough. In particular, for the STS of length 100, the accuracy
rates of the two methods were less than 90%, 95%, and 99% at the 10%, 5%, and 1% signif-
icance levels, respectively; and the differences between the accuracy rate of the MK test
(OW operation) and 1 − α were 7.0% (8.9%), 6.2% (7.3%), and 3.7% (6.0%) at the 10%, 5%,
and 1% significance levels, respectively.

Table 2. Accuracy rates of trend tests in simulation experiment 1 at different significance levels. Unit: %.

N
MMK Test OW Operation

α = 10% α = 5% α = 1% α = 10% α = 5% α = 1%

30 58.7 57.8 48.2 59.3 59.4 51.4
50 76.3 81.9 78.8 76.7 80.8 78.0
100 83.0 88.8 95.3 81.1 87.7 93.0

Note: N is the length of STS; and α denotes the significance level.

It can also be seen from Table 2 that the accuracy difference between the MMK test
and OW operation was always not more than 3.5% for the STS of the same length at the
same significance level. In addition, for the STS of length 30, the accuracy rate of the OW
operation was larger than that of the MMK test at the same significance level. For the STS of
length 50, the accuracy rate of the MMK test was slightly less than that of the OW operation
at the 10% significance level, but the opposite was true at the 5% and 1% significance levels.
When the length of the STS increased to 100, the accuracy rate of the MMK test was larger
than that of the OW operation at the same significance level.

The results of the trend tests based on the MMK test and OW operation are shown
in Table 3. It shows that the possibility of correct tests of both methods increased, while
the possibility of false tests for both methods decreased as the length of STS increased.
Moreover, the likelihood of consistent test results between the two methods exceeded 95%
under the 5% significance level, and it also increased as the length of STS increased. When
the test results of the two methods were consistent, the accuracy rate of the test result
improved with the increasing length of STS. Particularly, the accuracy rate of the joint test
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of the two methods was more than 80% when the length of STS was not less than 50. In
addition, there were cases where the trend test result of the MMK test (OW operation) was
correct while that of the OW operation (MMK test) was incorrect, but the frequencies of
such cases did not exceed 3%.

Table 3. Judgement for trend test results in simulation experiment 1 at the 5% significance level. Unit: %.

N f (TI&TII) f (TI&FII) f (FI&TII) f (FI&FII) f (TI) f (TII) f (TI&TII or FI&FII) ra

30 56.6 1.2 2.8 39.4 57.8 59.4 96.0 59.0
50 79.9 2.0 0.9 17.2 81.9 80.8 97.1 82.3
100 87.6 1.2 0.1 11.1 88.8 87.7 98.7 88.8

Note: TI and TII represent when the trend test results of MMK test and OW operation are truthful; FI and FII denote
when the trend test results of MMK test and OW operation are false; f () represent the occurrence frequency of a
result; and ra is the accurate rate of the MMK test and OW operation when their trend test results are consistent,
and ra = f (TI&TII)/f (TI&TII or FI&FII) × 100%.

3.3. Results of Simulation Experiment 2

The SRF matrixes derived by the trend tests based on the MMK test and OW operation
under the 5% significance level can be seen in Tables A1 and A2 in Appendix A. According
to the SRF matrixes, the accuracy rates of two trend test methods for the STSs of lengths 30,
50, and 100 are shown in Figures 7–9, respectively.
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Figure 7. Accurate rates of trend tests by the MMK test and OW operation in simulation experiment
2 at the 5% significance level. (Note: the length of STS is 30; k and φ are the trend slope and the
autoregressive coefficient in the simulation experiment 2; I and II represent the results of the MMK
test and OW operation, respectively; sub-figure (a) shows the accurate rates corresponding to the
case of k = 0.02 and φ = 0.3; sub-figure (b) displays the accurate rates corresponding to the case of
k = 0.04 and φ = 0.3; sub-figure (c) exhibits the accurate rates corresponding to the case of k = 0.06
and φ = 0.3; sub-figure (d) shows the accurate rates corresponding to the case of k = 0.02 and φ = 0.5;
sub-figure (e) shows the accurate rates corresponding to the case of k = 0.04 and φ = 0.5; sub-figure (f)
displays the accurate rates corresponding to the case of k = 0.06 and φ = 0.5; sub-figure (g) displays
the accurate rates corresponding to the case of k = 0.02 and φ = 0.7; sub-figure (h) shows the accurate
rates corresponding to the case of k = 0.04 and φ = 0.7; and sub-figure (i) exhibits the accurate rates
corresponding to the case of k = 0.06 and φ = 0.7).
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2 at the 5% significance level. (Note: the length of STS is 50; k and φ are the trend slope and the
autoregressive coefficient in simulation experiment 2; I and II represent the results of the MMK
test and OW operation, respectively; and the explanation for sub-figures (a)–(i) can be referred
to Figure 7).
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Figure 9. Accurate rates of trend tests by the MMK test and OW operation in simulation experiment
2 at the 5% significance level. (Note: the length of STS is 100; k and φ are the trend slope and the
autoregressive coefficient in simulation experiment 2; I and II represent the results of the MMK
test and OW operation, respectively; and the explanation for sub-figures (a)–(i) can be referred
to Figure 7.)

From Figures 7–9, it can be seen that the accuracy rate (g1) of the trend test based on the
MMK test (former accuracy rate) was between 76.5% and 89.7% for Scenario 1, and that of
the trend test based on the OW operation (latter accuracy rate) ranged from 80.9% to 88.3%.
For Scenario 2 (2A and 2B), the former and latter accuracy rates (g2) were 10.0~92.0% and
11.0~91.2%, respectively. With respect to Scenario 3 (3A and 3B), the former and latter accuracy
rates (g3) are 33.2~88.6% and 35.5~86.4%, respectively. With regard to Scenario 4, the former
and latter accuracy rates (g4) varied from 7.3% to 100% and 9.5% to 100%, respectively. In
addition, the accuracy rates (g2, g3 ang g4) of trend tests basically increased with the increasing
values of k and φ, as well as with the increasing length of the STS.
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In Figure 7, when the length of STS was 30, the overall accuracy rate of the trend tests
based on the MMK test (ηI) and OW operation (ηII) increased with the growth of trend
slope (k) and autoregressive coefficient (φ). When the length of STS was 50, Figure 8 shows
that the value of ηI initially increased and then decreased as the value of k increased, and
the change of ηII also followed this pattern roughly. Additionally, the value of ηI increased
with the increase in φ value. When the value of φ increased from 0.3 to 0.5, the value of
ηII increased immediately, but when the value of φ increased from 0.5 to 0.7, it decreased
slightly or increased slowly. As can be found in Figure 9, the values of ηI and ηII for the
STS of length 100 for the STS of length 100 always exceeded 80%. However, the variations
of ηI and ηII for the STS of length 100 were not as significant and regular as those for the
STSs of lengths 30 and 50 with increasing values of k and φ. Additionally, Figures 7–9
together show that the values of ηI and ηII were similar. In general, ηI was slightly less than
ηII when the length (n) of STS was short and the autocorrelations (φ) of STS were weak;
otherwise, ηI was basically more than ηII. Specifically, for the STS of length 30 (Figure 7),
ηII was 1.1~3.7% more than ηI when φ equaled 0.3, and ηI was close to or even exceeded ηII
when φ was 0.5. When n increased to 100 (Figure 9), ηI was 0.4~3.8% more than ηII, except
for the case where φ was 0.3 and k equaled 0.4 (ηI = 83.3% and ηII = 83.6%).

4. Application to HCTS
4.1. Study Area and Data

The Huaihe River Basin (HRB) is a significant transition zone for geographic elements
in eastern China and a sensitive area for climate change [24]. Additionally, the HRB is also
an important grain production base in China with a watershed area of 270,000 km2.

In the study, the annual precipitation (P), sunshine duration (SD), average temperature
(AT), wind speed (WS), relative humidity (RH), and potential evapotranspiration (PET)
series (1960~2020, 61 years in total) at the 29 national weather stations in or around the
HRB (Figure 10) were employed to verify the performances of trend tests based on the
MMK test and OW operation. Among the six HCTSs, the P, SD, AT, WS, and RH data can
be downloaded from the website: http://data.cma.cn/. The PET data were calculated by
the Penman–Monteith formula [30], whose calculation software (EToCalculator) can be
downloaded at the website: http://www.fao.org/land-water/databases-and-software/
eto-calculator/en/ (accessed on 21 July 2022). In addition, there are no missing values in
the six HCTSs and the data are highly quality controlled.
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4.2. Trend Test Results of Six HCTSs

The trend test results for the six HCTSs in the HRB under the 5% significance level are
shown in Figures 11 and 12. It can be seen that all six detailed scenarios were present in the
trend tests of HCTSs in HRB.
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Figure 11. Trend test results for P, SD, AT, and PET series of the HRB. (Note: the results for the MMK
test and OW operation are the same).
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As shown in Figure 11, the results of the trend test based on the MMK test and OW
operation are identical for the annual P, SH, AT, and PET series at each station in the HRB.
Specifically, it can be seen from Figure 11a that there was neither a significant trend nor
significant autocorrelations in the annual P series for 89.7% of the stations in the HRB,
and there were only significant autocorrelations in the annual P series for other stations
(Huoshan, Hefei, and Xinyang). Figure 11b shows that the annual SD series had neither a
significant trend nor significant autocorrelations only at Bengbu station. Additionally, there
were significant trends and significant autocorrelations in the annual SD series for 58.6% of
the stations, and the annual SD series had only a significant trend for 37.9% of stations. In
Figure 11c, the annual AT series had significant autocorrelations only at Xuchang station,
while there were significant autocorrelations at three stations (Xinyang, Dangshan, and
Rizhao). Additionally, there were significant trends and significant autocorrelations in the
annual AT series for 86.2% of the stations. For the annual PET series in Figure 11d, 31.0% of
the stations had both a significant trend and significant autocorrelations, 34.5% of the sta-
tions had only a significant trend, 20.7% of the stations had only significant autocorrelations,
and 13.8% of the stations had neither a significant trend nor significant autocorrelations.

The trend slopes of annual SD, AT, and PET series derived from the MMK test and OW
operation are shown in Table 4. It can be found that all stations with significant trends in
the annual SD series exhibited a downward trend, all stations with significant trends in the
annual AT series showed an upward trend, and all stations with significant trends in the
annual PET series had a downward trend. In addition, the trend slopes of annual SD (AT)
series derived from the two methods were the same at all stations, but there were some
differences in the trend slopes of PET at some stations. Particularly, the difference in trend
slopes for the annual PET series reached 0.44 mm/a at Xihua station. Without considering
the units of three HCTSs, the absolute value of the trend slope of the annual SD (AT) series
at each station did not exceed 0.05/a, while the absolute values of the trend slope were not
less than 1.00/a at the stations where there were significant trends in the annual PET series.

Figure 12 shows that for the annual series of WS and RH in the HRB, there were
some differences in the trend test results based on these two methods. Specifically, for the
annual WS series only at Fuyang station, the trend test result based on the MMK test was
Result 3B, while the trend test result based on the OW operation was Result 4. Overall,
there was a significant trend in the annual WS series for more than 75% of the stations. For
the annual RH series, the trend test results based on the MMK test (OW operation) were
Result 4 (Result 3B) at three stations (Huoshan, Dongtai, and Zhumadian), while the trend
test based on the MMK test (OW operation) yielded Result 3B (Result 4) at seven other
stations (Xuyi, Xihua, Bozhou, Shangqiu, Zhengzhou, Kaifeng, and Lvxian). As for the
annual RH series, there was no significant trend for more than 50% of the stations.

The trend slopes and OW operation results for the annual WS and RH series are shown
in Table 5. Most stations (MMK-22 stations and OW-23 stations) exhibited a significant
downward trend in the annual WS series. Less than half of the stations (MMK-11 stations
and OW-15 stations) showed a significant decreasing trend in the annual WS series, while
only two stations (No. 20 Dangshan and No. 27 Yanzhou) displayed a significant increasing
trend. Without considering the units, the trend slopes of two HCTSs were no more than
0.10/a. Additionally, when the trend test results were consistent, the two trend test methods
could obtain the similar trend slope for the annual WS and RH series. From the average
minimum variance of white noise (γa), it can be found that the annual WS series of the
23 stations with significant trends also had significant autocorrelations, and that the annual
RH series of only 13 stations had significant autocorrelations. In addition, the occurrence
frequency (f 2) of Result 4 at each station with significant autocorrelations in the annual
WS series exceeded 90%. Among the 13 stations with significant autocorrelations in the
annual RH series, only four stations had the maximum value of the occurrence frequencies
(f 1 and f 2) of Results 3b and 4 above 90%.
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Table 4. Trend slopes for the annual SD, AT, and PET series in the HRB derived by the trend tests
based on the MMK test and OW operation at the 5% significance level.

No. Station
Name

SD (h/a) AT (◦C/a) PET (mm/a)

kI kII kI kII kI kII

1 Huoshan −0.02 −0.02 0.02 0.02 0.00 0.00
2 Hefei −0.02 −0.03 0.02 0.02 0.00 0.00
3 Xinyang −0.03 −0.03 0.03 0.03 0.00 0.00
4 Gushi −0.02 −0.02 0.02 0.02 −1.07 −1.07
5 Chuxian −0.03 −0.03 0.02 0.02 −2.14 −2.14
6 Shouxian −0.02 −0.02 0.02 0.02 −1.39 −1.39
7 Gaoyou −0.01 −0.01 0.04 0.04 0.00 0.00
8 Fuyang −0.03 −0.03 0.02 0.02 −0.95 −0.95
9 Dongtai −0.01 −0.01 0.03 0.03 0.00 0.00

10 Bengbu 0.00 0.00 0.02 0.02 0.00 0.00
11 Xuyi −0.03 −0.02 0.02 0.02 −1.75 −1.75
12 Zhumadian −0.03 −0.03 0.02 0.02 −1.94 −1.94
13 Suxian −0.02 −0.02 0.03 0.03 −0.95 −0.95
14 Sheyang −0.01 −0.01 0.03 0.03 0.00 0.00
15 Xihua −0.03 −0.03 0.03 0.03 −3.38 −2.94
16 Bozhou −0.03 −0.03 0.03 0.03 0.00 0.00
17 Baofeng −0.03 −0.03 0.02 0.02 −3.00 −2.97
18 Xuchang −0.03 −0.03 0.00 0.00 −1.84 −1.97
19 Xuzhou −0.02 −0.01 0.03 0.03 −1.63 −1.63
20 Dangshan −0.02 −0.02 0.02 0.02 −2.44 −2.38
21 Shangqiu −0.04 −0.04 0.02 0.02 −3.50 −3.47
22 Zhengzhou −0.03 −0.03 0.04 0.04 −2.35 −2.49
23 Kaifeng −0.03 −0.03 0.04 0.04 −1.50 −1.48
24 Ganyu −0.02 −0.02 0.03 0.03 −1.00 −1.00
25 Feixian −0.03 −0.03 0.03 0.03 −2.58 −2.59
26 Rizhao −0.02 −0.02 0.03 0.03 0.00 0.00
27 Yanzhou −0.02 −0.02 0.02 0.02 −2.64 −2.61
28 Lvxian −0.03 −0.03 0.03 0.03 0.00 0.00
29 Yiyuan −0.03 −0.03 0.03 0.03 −1.45 −1.45

Note: Station No. ranks from low latitude to high latitude; and kI and kII are the trend slopes of HCTS derived by
the trend tests based on the MMK test and OW operation, respectively.

Based on the MMK test and OW operation, the trend test results for the six HCTSs of
the entire HRB are shown in Table 6. It can be seen that the two methods generated the same
trend test results for the six HCTSs of the entire HRB at the 5% significance level. Specifically,
the annual P series had neither a significant trend nor significant autocorrelations. The
annual SD and PET series had significant decreasing trends which led to significant pseudo
autocorrelations. The annual AT and WS series had significant trends and significant
autocorrelations, and the trends of the annual AT and WS series were positive and negative,
respectively. The annual RH series had significant autocorrelations, which did not result in
a significant pseudo trend. In addition, the trend slopes (kI and kII) of the annual AT/WS
series derived by the two methods were the same even though the value of γa was not zero
in the OW operation.
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Table 5. Trend slopes and OW operation results for the annual WS and RH series in the HRB at the 5% significance level.

HCTS Station No. No. 1 No. 2 No. 3 No. 4 No. 5 No. 6 No. 7 No. 8 No. 9 No. 10 No. 11 No. 12 No. 13 No. 14 No. 15

WS

kI((m/s)/a) 0.00 0.00 0.00 −0.03 −0.02 −0.02 −0.02 0.00 −0.01 0.00 −0.03 −0.02 −0.01 −0.01 −0.03
kII ((m/s)/a) 0.00 0.00 0.00 −0.03 −0.02 −0.02 −0.02 −0.01 −0.01 0.00 −0.03 −0.02 −0.01 −0.01 −0.03

γa 0.00 0.00 0.00 0.30 0.36 0.50 0.33 0.86 0.75 0.00 0.12 0.50 0.35 0.49 0.35
f 1 (%) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 7.8 0.7 0.0 0.0 0.0 0.0 0.0 0.0
f 2 (%) 0.0 0.0 0.0 100.0 100.0 100.0 100.0 92.2 99.3 0.0 100.0 100.0 100.0 100.0 100.0

Station No. No. 16 No. 17 No. 18 No. 19 No. 20 No. 21 No. 22 No. 23 No. 24 No. 25 No. 26 No. 27 No. 28 No. 29

kI((m/s)/a) 0.00 −0.02 0.00 −0.03 −0.02 −0.02 −0.02 −0.02 −0.02 −0.02 −0.01 −0.02 −0.01 −0.01
kII ((m/s)/a) 0.00 −0.02 0.00 −0.03 −0.02 −0.03 −0.02 −0.03 −0.02 −0.02 −0.02 −0.02 −0.01 −0.01

γa 0.00 0.21 0.00 0.11 0.59 0.24 0.19 0.38 0.16 0.10 0.86 0.54 0.25 0.32
f 1 (%) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 5.1 0.0 0.0 0.0
f 2 (%) 0.0 100.0 0.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 94.9 100.0 100.0 100.0

Station No. No. 1 No. 2 No. 3 No. 4 No. 5 No. 6 No. 7 No. 8 No. 9 No. 10 No. 11 No. 12 No. 13 No. 14 No. 15

RH

kI (%/a) −0.03 −0.04 −0.10 −0.08 0.00 0.00 −0.16 0.00 −0.03 0.00 0.00 −0.05 0.00 0.00 0.00
kII (%/a) 0.00 −0.04 −0.10 −0.08 0.00 0.00 −0.16 0.00 0.00 0.00 −0.05 0.00 0.00 0.00 −0.07

γa 0.11 0.00 0.00 0.00 0.00 0.00 0.15 0.00 0.29 0.00 0.23 0.10 0.00 0.00 0.22
f 1 (%) 52.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 65.4 0.0 19.2 51.7 0.0 0.0 15.2
f 2 (%) 47.8 0.0 0.0 0.0 0.0 0.0 100.0 0.0 34.6 0.0 80.8 48.3 0.0 0.0 84.8

Station No. No. 16 No. 17 No. 18 No. 19 No. 20 No. 21 No. 22 No. 23 No. 24 No. 25 No. 26 No. 27 No. 28 No. 29

kI (%/a) 0.00 0.00 0.00 −0.04 0.00 0.00 0.00 0.00 −0.04 0.00 −0.07 0.08 0.00 0.00
kII (%/a) −0.06 0.00 0.00 −0.04 0.06 0.00 −0.12 −0.15 −0.04 0.00 −0.07 0.08 −0.05 0.00

γa 0.18 0.00 0.00 0.10 0.22 0.00 0.41 0.33 0.00 0.00 0.10 0.00 0.15 0.00
f 1 (%) 37.3 0.0 0.0 37.7 36.4 0.0 2.3 0.0 0.0 0.0 0.0 0.0 18.6 0.0
f 2 (%) 62.7 0.0 0.0 62.3 63.6 0.0 97.7 100.0 0.0 0.0 100.0 0.0 81.4 0.0

Note: Station No. ranks from low latitude to high latitude; kI and kII are the trend slopes of HCTS derived by the MMK test and OW operation, respectively; γa denotes the average minimum variance of white noise in the
trend test of the OW operation; and f 1 and f 2 separately denote occurrence frequencies of Result 3B and 4 in the trend test of the OW operation.
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Table 6. Trend test results for the six HCTSs of the entire HRB at the 5% significance level.

HCTS P SD AT WS RH PET

Result I 1 2B 4 4 3A 2B
Result II 1 2B 4 4 3A 2B

kI 0.00 −0.02 0.03 −0.02 0.00 −1.26
kII 0.00 −0.02 0.03 −0.02 0.00 −1.26
γa 0.00 0.00 0.10 0.20 0.00 0.00

f 1 (%) 0.0 0.0 0.0 0.0 0.0 0.0
f 2 (%) 0.0 0.0 100.0 100.0 0.0 0.0

Note: Results I and II represent results of the MMK test and OW operation, respectively; kI and kII denote the
trend slopes of STS derived by the MMK test and OW operation, respectively; γa is the average minimum variance
of white noise in the trend test based on the OW operation; and f 1 and f 2 are the occurrence frequencies of Results
3B and 4 in the trend test based on the OW operation, respectively; and the units of trend slopes (kI and kII) for the
annual P, SD, AD, WS, RH, and PET are mm/a, h/a, °C/a, (m/s)/a, %/a, and mm/a, respectively.

5. Discussion
5.1. Necessities and Effectiveness of the Outer Loop for the OW Operation

As a representative interference method, the OW operation has the outstanding feature
of destroying the autocorrelation structures of HCTSs with less damage to their trends,
thus, has great potential in trend tests of HCTSs [7,20]. Şen (2017) [7] proposed an empirical
formula to determine the variance of white noise in the OW operation and expected that
the generated noise could successfully disrupt the autocorrelation structures of HCTSs at
once. However, this way of determining the noise variance is somewhat subjective, and the
resulting white noise tends to alter the original trend of an HCTS, even if it successfully
destroys the autocorrelation structure of the HCTS. Xie et al. (2022) [20] provided a strategy
of increasing the noise variance in small steps that could significantly reduce the subjectivity
in determining the noise variance. The average minimum noise variance (γa) in Table 1
indicates that the strategy of Xie et al. (2022) [20] is helpful to determine a white noise with
the minimum variance, which can reduce the level of damage to original trends in HCTSs
to the smallest extent.

Nevertheless, it is still difficult to avoid the weakening of the significance of trends
in HCTSs by white noise in a single OW operation, which may then produce a false trend
test result. As can be seen from Figure 6, the interaction scenarios of STS5 and STS6 are
Scenario 5 and Scenario 6, respectively. Correspondingly, the correct trend test results
should be Result 3B and Result 4 for STS5 and STS6, respectively. However, in performing
multiple OW operations, the occurrence frequency (f 2 = 34.0%) of Result 4 for STS5 and
the occurrence frequency (f 1 = 13.2%) of Result 3B for STS6 are not equal to zero (Table 1),
implying that the OW operation of Şen (2017) [7] and the modified OW operation of
Xie et al. (2022) [20] face a risk of misjudging trends in HCTSs. Additionally, Table 1 also
shows that the occurrence frequency (f 1 = 66.0%) of Result 3B is larger than that of Result 4
for STS5, and that the occurrence frequency (f 2 = 86.8%) of Result 4 is more than that of
Result 3B for STS6. It indicates that true trend test results for HCTSs can appear with higher
probability in multiple OW operations. Therefore, the designed outer loop of this study is
necessary and effective for the trend tests of HCTSs based on the OW operation.

5.2. Impact of Significance Level on Trend Tests

Figures 11 and 12 together show that all six detailed scenarios are possible for an
HCTS with unknown interaction scenarios. Table 1 indicates that both the MMK test and
the OW operation could identify the correct scenario. However, as shown in Table 2, the
accuracy rates of the two methods are always less than 1-α at the significance level α. It
can be explained in three aspects. First, the MK test statistic [13,14] or the single-order
autocorrelation test statistic [24] asymptotically follows the standard normal distribution,
and the correction factor of variance for an autocorrelated time series [11] and the critical
value of an overall test for high-order autocorrelations [24] are estimated by empirical for-
mulas. If a time series is not long enough, the statistical tests for trend and autocorrelations
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are prone to encounter non-negligible biases. Second, the Type I error (falsely detecting
non-existing trends/autocorrelations) is always given priority in trend or autocorrelation
tests compared to the Type II error (falsely declaring existing trends/autocorrelations as
insignificant) [12,28,31]. In statistical tests, it is known that a decrease in Type I error implies
an increase in Type II error, and vice versa [32]. For a time series of a short length, false tests
for trend and autocorrelations tend to increase if the reduction in Type I error is pursued too
much. As the length of the time series increases, the false tests will be curbed. Last but not
least, as seen in Figures 3 and 4, trend tests based on the MMK test and OW operation go
through multiple hypothesis test processes, which inevitably amplify the trend test errors
due to error propagation. For the three reasons mentioned above, a larger α is beneficial
to increase the accuracy of the trend test for a short HCTS, while a smaller α helps to
improve the accuracy of the trend test for a long HCTS, either using the MMK test or the
OW operation.

5.3. Performances of the MMK Test and OW Operation

The results of two simulation experiments indicate that the trend tests based on the
MMK test and OW operation (here referring to the OW operation with the designed outer
loop) are similar in accuracy. Additionally, Figures 11 and 12a,b and Table 6 show that
the trend test results of two methods have a high degree of consistency. Nevertheless,
Table 3 and Figure 12c,d also demonstrate that the trend test results of two methods are
opposite in some cases. For the short and weakly autocorrelated time series, the estimations
and significance tests of single-order autocorrelation coefficients are more prone to non-
negligible errors that can reduce the accuracy of the MMK test but have little impact
on the OW operation. To destroy the significant autocorrelation structure for long time
series or the strong autocorrelation structure for short time series, it tends to superimpose
noise with large variance in the OW operation. In this case, the original trend of the time
series inevitably suffers significant damage as well, increasing the likelihood that the OW
operation will test the trend incorrectly. Therefore, the MMK test (OW operation) has a
lower accuracy rate in the trend tests for short and weakly autocorrelated (long or strongly
autocorrelated) time series, and it is possible and reasonable that both methods generate
the opposite trend test results for a time series. Considering that the annual RH series of the
HRB is sufficiently long (61 years), this study tends to accept the trend test results derived
by the MMK test (Figure 12a).

Figures 7–9 together show that the trend tests of the MMK test and OW operation
are more accurate for long time series with strong trends or strong autocorrelations than
for short time series with weak trends and weak autocorrelations at the same significance
level. One reason is that the distribution error of the test statistic, type II error in the
hypothesis test, and error propagation in the joint test of trend and autocorrelations can be
well suppressed for a long time series. Another reason is that the strong trend or strong
autocorrelations in a time series are more easily detected. However, the effect of the strength
of trend/autocorrelations on the accuracy of the trend tests will become less pronounced
when the time series is sufficiently long, regardless of whether the MMK test or the OW
operation is used. That is because weak trend/autocorrelations can also be accurately
detected for a long time series. Therefore, the length of the time series is the main factor
affecting the accuracy of the trend test.

The MMK test and OW operation are also employed to test the significance of trends
in the six HCTSs of the HRB (a representative watershed in eastern China). Liu and Wu
(2022) [33] found that the annual AT series in eastern China showed a significant increasing
trend during the period 1961 to 2018, while the annual P series did not show a significant
trend. Li et al. (2018) [34] investigated the variation of pan evaporation (it has a good
linear relationship with PET) and its climatic causes in the HRB between 1965 and 2013
and concluded that the significant decrease in solar radiation (estimated by SH) and WS
resulted in a significant decrease in pan evaporation. Based on the observed data and
global atmospheric reanalysis data, Zhang et al. (2021) [35] suggested that there was an
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insignificant decreasing trend in RH in eastern China during 1979~2018. Their findings
are consistent with the trend test results for the six HCTSs of the entire HRB in this study
(Table 6). Nevertheless, these studies directly used the MK test to detect the trends in
HCTSs without considering the interaction scenarios between trend and autocorrelations,
facing the risk of incorrect trend test results, especially at the site scale.

For an HCTS, the trend and autocorrelation components are always intertwined.
Xie et al. (2020) [28] demonstrated that removing the linear trend is beneficial to maintain
the original autocorrelation structure of HCTS. Moreover, the Sen’s trend estimator is more
robust than the linear regression method because it is less affected by measurement errors
and outliers in data [29]. Therefore, this study adopted the Sen’s trend estimator to estimate
the trend slope of time series. Tables 1 and 4–6 show that the trend slopes of time series
derived by the MMK test and OW operation are similar in most cases. It indicates that
the OW operation indeed has less damage to the trend of HCTS under the small variance
of white noise [7]. However, the two methods can also produce different trend slopes in
some cases, because the MMK test directly calculates the trend slope of time series in the
presence of autocorrelations (Figure 3), while the OW operation derives the trend slope after
transforming an autocorrelated time series into an independent one (Figure 4). Considering
the potential effect of autocorrelation on the trend, this study suggests the OW operation to
calculate the trend slope of HCTS.

5.4. Recommendations and Limitations of This Study

Based on the results of two simulation experiments, it can be determined to a large
extent that the consistent results are realistic scenarios for long HCTSs. Nevertheless, it
is still difficult to prove whether the trend test result of an HCTS belongs to Scenario
3B or Scenario 4 in the presence of significant autocorrelations. That is why so many
studies [7,11,19] have developed or modified various trend test methods. In recent years, a
considerable number of studies used only one trend test to analyze the significance of trends
for various HCTSs [15,22,24,36,37]. For an HCTS with insufficient length, trend test methods
with differences in test principles are likely to yield controversial results, indicating that
a trend test method may obtain incorrect results. Furthermore, Serinaldi et al. (2018) [38]
argued that in the absence of adequate physical analysis, statistically significant trends
in HCTSs were questionable, and that misuse of trend test results could lead to potential
decision risks in areas such as water resources management, agricultural production, etc.
Therefore, additional trend tests are suggested to test the significance of trends in HCTSs,
and in-depth attribution analysis of significant trends is also essential.

In the real world, a non-stationary HCTS often contains periodic or seasonal com-
ponents except for the trend [39,40]. The presence of periodic or seasonal components
may also have an impact on the trend test. In addition, HCTSs are not always equally
spaced and often face missing data [41]. Taking these situations into account, the trend
tests of HCTSs will become more complicated. Thus, this study only dealt with how to
accurately test the significance of trends in equally spaced HCTSs considering different
interaction scenarios between trend and autocorrelations. In the future, we will investigate
trend tests for non-equally spaced HCTSs or HCTSs with missing data in the presence of
autocorrelation and cyclical/seasonal components.

6. Conclusions

To achieve the three outcomes in the Introduction, an outer loop was added to the
OW operation-based trend test to ensure the reliability of the trend test results. Then, two
simulation experiments were designed to evaluate the performances of the MMK test and
OW operation, and the influence of the significance level on the trend test was analyzed.
Moreover, the HCTSs of the HRB were taken as examples to examine the consistency and
difference of trend test results of the two methods. Based on the results and analysis in the
study, the main conclusions are drawn as follows:
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(1) Previous OW operations still face the risk of misjudging trends in the presence of
significant autocorrelations. In order to improve the reliability of the trend test based
on the OW operation, the proposed strategy of adding an outer loop to the trend
test to calculate the occurrence frequency of significant and non-significant trends is
necessary and effective.

(2) Trend tests based on the MMK test and OW operations are similar in the accu-
racy of the trend tests. For long HCTSs with strong trends or autocorrelations,
both tests can perform well and generate consistent trend test results in most cases.
Nevertheless, when determining whether a significant trend in HCTS is a pseudo
trend or not, the two tests may also produce opposite results in the existence of
significant autocorrelations.

(3) At a given significance level α, the accuracy rate of the trend test for an HCTS is
always less than 1-α due to the distribution error of the test statistic, type II error in the
hypothesis test, and error propagation in the joint test of trend and autocorrelations.
With the significance level decreases, the accuracy rate of the trend test tends to
decrease for short HCTSs and to increase for long HCTSs.
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Appendix A

Table A1. SRF matrixes derived by the MMK test in simulation experiment 2 at the 5% significance
level. Unit: %.

n φ k = 0.02 k = 0.04 k = 0.06

30

0.3

23.9 20.2 10.8 9.2 22.1 10.7 12.5 4.7 20.7 5.9 13.9 0.8
1.4 2.7 2.7 4.1 2.1 11.2 3.4 9.8 1.1 16.1 2.6 14.1
3.6 1.3 8.1 9.5 3.3 1.8 8.3 4.9 3.1 0.5 8.9 2.2
0.0 0.1 0.6 1.8 0.0 0.2 0.8 4.2 0.0 1.6 0.7 7.8

0.5

20.3 17.7 3.9 3.3 18.4 14.6 3.6 0.8 20.6 5.9 3.7 0.2
1.0 2.3 2.2 5.0 0.8 10.7 2.0 6.8 0.9 16.6 2.5 7.1
3.4 2.9 18.1 13.7 2.5 1.6 18.1 7.4 3.5 1.2 16.1 2.9
0.1 0.0 1.5 4.6 0.0 0.8 1.6 10.3 0.1 1.0 1.7 16.0

0.7

20.9 18.5 1.0 0.2 21.5 13.7 1.0 0.1 19.8 5.1 1.1 0.1
1.4 3.3 1.0 0.8 1.1 9.1 1.3 1.9 1.2 17.4 1.0 2.3
3.2 3.1 20.5 13.4 3.5 1.6 16.9 6.0 1.6 0.7 21.6 1.9
0.1 0.0 4.0 8.6 0.0 1.2 4.6 16.5 0.0 1.4 4.4 20.4

50

0.3

19.4 12.5 9.7 3.5 23.5 1.2 10.0 0.0 20.6 0.0 10.2 0.0
0.7 9.8 1.8 9.0 1.0 21.5 1.6 9.8 1.8 21.9 1.6 10.6
2.8 1.5 14.0 7.4 1.6 0.0 14.0 0.7 2.7 0.0 13.6 0.0
0.0 0.5 0.4 7.0 0.1 2.3 0.7 12.0 0.1 3.2 0.9 12.8

0.5

17.3 12.1 1.1 0.3 20.0 0.6 1.6 0.0 19.7 0.0 1.1 0.0
1.1 10.9 0.3 1.7 0.9 22.5 0.6 1.6 0.9 22.2 0.7 2.3
4.2 2.0 22.1 8.6 1.9 0.2 19.1 0.2 2.3 0.0 23.0 0.0
0.0 0.7 2.8 14.8 0.0 2.7 2.8 25.3 0.1 2.9 3.3 21.5

0.7

20.9 11.5 0.0 0.0 20.5 0.7 0.2 0.0 18.6 0.0 0.0 0.0
1.5 10.1 0.1 0.0 1.1 26.4 0.0 0.2 1.8 20.8 0.2 0.2
2.1 1.6 22.4 5.4 2.6 0.3 18.0 0.1 2.3 0.0 21.2 0.0
0.0 1.0 5.4 18.0 0.0 1.5 4.1 24.3 0.0 3.4 4.2 27.3

100

0.3

21.9 0.0 2.8 0.0 20.8 0.0 3.1 0.0 19.3 0.0 2.5 0.0
0.8 22.3 1.0 4.9 1.3 22.4 0.9 4.5 1.1 22.5 0.6 4.0
2.1 0.0 18.7 0.0 2.6 0.0 18.6 0.0 2.3 0.0 20.8 0.0
0.0 2.6 2.0 20.9 0.0 2.7 1.6 21.5 0.0 2.0 2.1 22.8

0.5

22.8 0.0 0.0 0.0 21.2 0.0 0.0 0.0 21.8 0.0 0.0 0.0
1.0 23.0 0.0 0.1 1.5 23.1 0.0 0.1 1.7 21.9 0.0 0.0
2.5 0.0 20.3 0.0 2.6 0.0 21.6 0.0 2.8 0.0 22.4 0.0
0.0 3.1 2.6 24.6 0.0 2.0 3.2 24.7 0.0 2.7 3.4 23.3

0.7

19.6 0.0 0.0 0.0 21.8 0.0 0.0 0.0 20.4 0.0 0.0 0.0
1.0 23.6 0.0 0.0 1.7 19.8 0.0 0.0 1.5 24.2 0.0 0.0
2.6 0.0 20.7 0.0 2.5 0.0 20.6 0.0 2.6 0.0 18.9 0.0
0.0 3.3 4.5 24.7 0.0 3.1 4.1 26.4 0.0 2.4 3.7 26.3

Note: n is the length of STS; and φ and k separately denote the autoregressive coefficient and the trend slope
preset in simulation experiment 2.
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Table A2. SRF matrixes derived by the OW operation in simulation experiment 2 at the 5% signifi-
cance level. Unit: %.

n φ k = 0.02 k = 0.04 k = 0.06

30

0.3

25.0 18.1 11.0 10.7 22.0 12.3 12.3 4.2 20.7 5.4 11.8 1.5
1.0 3.0 1.8 3.9 1.5 11.3 1.7 11.3 1.0 19.7 2.4 13.5
2.3 2.4 8.3 9.2 2.2 1.3 8.8 5.0 2.8 0.7 8.3 1.7
0.0 0.3 0.5 2.5 0.1 0.4 0.8 4.8 0.0 1.1 0.9 8.5

0.5

21.7 19.2 4.5 2.4 19.3 12.8 4.1 1.3 22.9 6.3 4.2 0.1
1.3 3.1 1.9 3.9 0.9 10.5 2.7 6.7 1.3 17.9 2.4 7.6
3.0 3.4 14.3 12.9 3.6 2.2 14.5 6.2 2.2 0.7 15.5 0.8
0.0 0.2 2.4 5.8 0.0 0.6 3.1 11.5 0.0 1.2 3.8 13.1

0.7

20.9 19.6 0.7 0.2 21.4 11.0 0.7 0.1 20.3 4.9 0.9 0.0
1.1 2.8 1.6 2.1 0.7 9.9 1.3 3.5 0.9 17.6 1.5 2.4
2.6 3.0 15.4 10.3 3.7 1.5 16.4 3.2 3.4 0.2 18.4 0.7
0.0 0.1 7.1 12.5 0.0 0.7 6.7 19.2 0.1 1.7 6.2 20.8

50

0.3

22.1 12.4 8.3 2.4 20.7 1.0 8.3 0.0 20.7 0.0 9.9 0.0
1.1 11.1 1.8 7.9 1.6 22.1 2.0 11.7 1.0 20.2 1.2 12.9
2.8 1.2 13.6 4.5 2.9 0.1 12.6 0.0 2.4 0.0 13.9 0.0
0.1 1.0 1.7 8.0 0.0 2.5 1.1 13.4 0.0 2.8 1.4 13.6

0.5

20.3 11.2 1.1 0.3 22.3 0.9 1.2 0.0 21.4 0.0 0.8 0.0
1.2 12.1 0.8 1.7 1.5 21.8 0.9 2.4 1.3 22.4 0.7 1.6
2.3 1.8 22.1 3.4 2.9 0.0 18.7 0.0 2.4 0.0 17.7 0.0
0.0 0.7 3.9 17.1 0.1 2.5 3.8 21.0 0.0 3.0 4.1 24.6

0.7

20.9 13.3 0.0 0.0 22.0 0.6 0.0 0.0 22.4 0.0 0.0 0.0
1.6 11.5 0.0 0.3 1.3 21.6 0.2 0.1 1.5 21.1 0.0 0.2
2.6 1.0 17.2 3.2 2.3 0.0 20.0 0.0 2.3 0.0 15.5 0.0
0.0 0.6 8.6 19.2 0.0 2.0 7.2 22.7 0.0 3.1 7.0 26.9

100

0.3

19.9 0.0 4.0 0.0 18.6 0.0 3.3 0.0 22.3 0.0 2.9 0.0
1.6 21.8 1.5 4.2 1.6 21.9 0.7 3.9 0.9 22.6 0.8 4.0
3.0 0.0 18.0 0.0 2.6 0.0 20.4 0.0 2.1 0.0 18.5 0.0
0.1 2.1 3.5 20.3 0.0 2.6 1.7 22.7 0.0 2.3 2.9 20.7

0.5

23.0 0.0 0.0 0.0 20.2 0.0 0.0 0.0 21.6 0.0 0.0 0.0
1.4 22.7 0.0 0.0 1.3 22.1 0.0 0.1 1.7 22.6 0.0 0.0
2.9 0.0 19.7 0.0 2.9 0.0 22.1 0.0 1.9 0.0 20.4 0.0
0.0 2.3 3.1 24.9 0.0 2.2 4.2 24.9 0.0 3.1 4.7 24.0

0.7

19.4 0.0 0.0 0.0 21.8 0.0 0.0 0.0 20.2 0.0 0.0 0.0
1.0 25.0 0.0 0.0 1.2 23.4 0.0 0.0 1.1 22.0 0.0 0.0
2.6 0.0 18.5 0.0 1.7 0.0 18.1 0.0 2.3 0.0 20.3 0.0
0.1 3.0 5.9 24.5 0.0 2.5 6.8 24.5 0.0 3.6 5.9 24.6

Note: the meanings of n, φ, and k can be found in Table A1.
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