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Abstract: Aiming at the problem of calculating the overtopping of single-slope breakwaters, a
mean impact value-backpropagation (MIV-BP) estimation model for predicting overtopping was
established. Experimental data from the Tianjin Research Institute of Water Transport Engineering
(TIWTE) were utilized to further enrich the dataset of the CLASH project for single-slope wave
overtopping discharge. This paper established a comprehensive prediction model based on an
ensemble learning average method combination strategy. There are 10 input parameters in the
model, including the offshore effective wave height, average wave period, offshore water depth, toe
submergence, toe width, slope tangent, armor rock surface roughness factor, crest height with respect
to the static water level, wall height with respect to the static water level, and crest width; the output
parameter is the mean overtopping discharge. Subsequently, a comparative analysis was conducted
between this estimation model, the Chinese standard formula calculation model, and the European
Van der Meer formula calculation model. Compared with the two formulas mentioned above, this
estimation model’s coefficient of correlation increased by 0.23 and 0.26, respectively. Finally, a weight
evaluation analysis of the 10 main factors affecting overtopping was carried out based on a MIV-BP
neural network model. In the analysis, a positive correlation was found for factors, such as the wave
height, average wave period, and water depth at the structure toe; a negative correlation was found
for factors, such as the slope, crest height with respect to the static water level, wall height with
respect to the static water level, and crest width. Overall, the results provide a significant basis and
reference for optimizing the design of the wave overtopping control.

Keywords: wave overtopping; ANN; mean impact value; ensemble learning; influencing factors

1. Introduction

Breakwaters are an important hydraulic structure in many coastal areas and are vital
for protecting the infrastructure of harbors. Overtopping is one of the factors that cause
breakwater damage [1]. Firstly, it washes away the crest. Secondly, it washes away the
back slope, which results in the instability of breakwaters [2]. Thirdly, it increases the water
content of breakwaters, which will further compromise their stability. Therefore, it is of
great importance to estimate the wave overtopping discharge and to analyze the various
influencing factors.

The conventional method for estimating wave overtopping discharge is to use a calcu-
lation formula based on different physical modeling experiments. For example, a standard
formula was proposed by Wang and Zhang et al. [3,4] based on their research results, which
was included in China’s “Code of Hydrology for Port and Waterway Engineering” [5].
The overtopping discharge calculation formula proposed by Van der Meer et al. [6,7] after
an extensive study on slope dyke overtopping discharge is also widely used in European
countries. Similarly, the overtopping discharge calculation formula included in the “Design
of Wave Resistant Harbor Structure” by Goda [8] is generally used in Japan. A comparative
analysis of different overtopping discharge calculation formulae was conducted by Yu [9],
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who identified the applicability of each calculation formula. Most of these calculation
formulae are only applicable in a small range due to the limited parameters captured. Cal-
culation results based on different formulae may also vary substantially. Dong et al. [10–12]
conducted major laboratory physical modeling, which was conducted to examine the
performance in mitigating wave overtopping, and the spatial distribution of the wave
overtopping volume behind a plain vertical seawall and a seawall with recurve retrofitting.
Moreover, they investigated the effects of the geometrical properties of the recurve on the
pressure distribution, overall force, and overturning moment at the seawall, subject to
both impulsive and non-impulsive waves. Salaudin et al. [13] analyzed wave-by-wave
overtopping volumes through physical model experiments on a 1V:2H sloped impermeable
structure. The following year, Salaudin et al. [14] presented the results of a small-scale
laboratory study of wave overtopping on artificial rough seawalls. Subsequently, the sea-
wall was modified to include 10 further test configurations. The results of physical model
tests show that increasing the length and/or density of surface protrusions can reduce the
overtopping on the seawall.

With the fast development of computer technology, computer numerical calculation
has been used in the field of water engineering, and it is possible to calculate the wave over-
topping discharge with numerical simulation [15]. For example, Losada [16] established
the BRAS (Cornell Breaking Waves and Structure) model to analyze the interaction between
waves and breakwaters and simulated the overtopping process. Using CFD software,
Guan [17] developed a 3D numerical model related to wave tanks. This software can be
used to analyze overtopping-related issues by exercising overtopping differential equations.
Based on the SPH hydrodynamic mathematical model, Ye [18] and Ren [19] analyzed the
overtopping process by studying the interaction between regular waves and breakwaters.
Dasineh et al. [20] researched the characteristics of free and submerged hydraulic jumps
on the triangular bed roughness with various T/I ratios using CFD techniques. The ac-
curacy of the numerical simulation results was checked and compared using an artificial
intelligence method. Moreover, Bagherzadeh et al. [21] simulated the energy dissipation by
a serrated-edge drop downstream of this structure using FLOW-3D software. Abolfathi
et al. [22] developed a weakly compressible smoothed particle hydrodynamic (WCSPH)
model to quantify the overtopping volume due to the impacts of wave actions. There are
many drawbacks to numerical simulation methods, such as the complex modeling process
and the huge number of calculations required to improve the calculation accuracy.

Artificial intelligence algorithms represented by machine learning can take a large
number of parameter variables into consideration, which provides a new methodology
for the estimation of overtopping discharge. Daneshfaraz et al. [23,24] investigated the
application of an SVM (support vector machine) for predicting vertical-drop hydraulic
parameters in the presence of horizontal screens. The European CLASH project started the
development of an overtopping discharge databank a long time ago and has established an
overtopping estimation method based on artificial intelligence. For example, Van Gent [25]
developed an overtopping estimation model based on a neural network algorithm. For-
mentin [26] introduced extra input parameters to the neural network and further improved
the network model. Van der Meer and Bruce further studied the early Dutch overtopping
experiment in EurOtop [27] and deduced the calculation formula of overtopping.

Though there are many methods to estimate overtopping discharge, previous studies
paid less attention to the influencing factors of overtopping. However, our proposed
approach, i.e., MIV-BP, based on artificial intelligence, can not only evaluate overtopping
but can also discuss the factors affecting the overtopping. Furthermore, considering that
the performance of the neural network depends on the size and range of the training set,
we further supplied the European dataset based on the experimental data from TIWTE.
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2. Dataset
2.1. European Overtopping Discharge Dataset

The European CLASH dataset covers the vast majority of common breakwater struc-
tures. There are 17,942 experimental records. Each experimental record includes 40 param-
eters, in which there are 3 common variables, 14 wave element parameters, and 23 break-
water structure parameters (see Van der Meer et al. [27] for the detailed description of
the dataset).

In this work, the following sections were analyzed as a dataset for the single-slope
wave overtopping discharge study, with the following experimental labels: A. permeable ar-
mor rock single-slope embankment; B. impermeable armor rock single-slope embankment;
C. artificial armor rock single-slope embankment; D. smooth impermeable single-slope
embankment. Erroneous and missing data can degrade the performance of the prediction
model, so the original dataset was reduced by removing the data marked as “non-core data”.
The data that were viewed as very complex (CF = 4) and non-reliable (RF = 4) were deleted.
We considered the errors of data with overtopping discharge q < 10−6 m3/m/s, which
were eliminated. The operation of the model cannot have null values, so the data with
missing values needed to be deleted. After data processing, the dataset was distributed, as
shown in Figure 1.
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Figure 1. European dataset distribution.

The dataset covers 2020 experimental data with overtopping discharge ranging from
10−6 ≤ q < 10−1. There were 711 experimental data with overtopping discharge rang-
ing from 10−5 ≤ q < 10−4, which accounted for the largest portion of the dataset, at
35.2%. There were four experimental data points with overtopping discharge ranging from
10−2 ≤ q < 10−1 , which accounted for the smallest portion of the dataset, at 0.2%.

2.2. TIWTE Overtopping Discharge Dataset

The training result of neural networks largely depends on the training set. A training
set with an extensive amount of data may produce a better training result. Based on
experimental reports of TIWTE’s mass physical model, this paper selected 236 sets of
experimental data. The distribution of these data is shown in Figure 2.



Water 2022, 14, 2967 4 of 15Water 2022, 14, 2967 4 of 15 
 

 

 
Figure 2. TIWTE dataset distribution. 

The dataset captured 266 pieces of experimental data, in which all overtopping dis-
charges were 𝑞 ≥ 10ିସ. There were 149 experimental data with overtopping discharge 
ranging from 10ିଶ ≤ 𝑞 < 10ିଵ, which accounted for the largest portion of the dataset, at 
56.02%. There were six experimental data points with overtopping discharge ranging 
from 10ିସ ≤ 𝑞 < 10ିଷ, which accounted for the smallest portion of the dataset, at 2.26%. 

2.3. Dataset Combination 
Figure 3 shows the statistical results following the combination of the European and 

TIWTE single-slope wave overtopping discharge values into one dataset. Numbers 1 to 6 
on the horizontal axis represent six overtopping discharge values between 𝑞 = 10ି଺ and 𝑞 = 10ି଴. TIWTE’s dataset is a supplement to the European dataset in the area of overtop-
ping discharge, which further expands the dataset and provides more training sets for 
training the neural network. 

 
Figure 3. Statistical distribution of all datasets. 

Figure 4 shows the distribution of the aggregated dataset. The graph shows that such 
a dataset is broader, has more data, and increases the percentage of overtopping discharge 𝑞 ≥ 10ିଷ compared to the European dataset, which enriches the dataset for single-slope 
overtopping discharges. 

Figure 2. TIWTE dataset distribution.

The dataset captured 266 pieces of experimental data, in which all overtopping dis-
charges were q ≥ 10−4. There were 149 experimental data with overtopping discharge
ranging from 10−2 ≤ q < 10−1, which accounted for the largest portion of the dataset, at
56.02%. There were six experimental data points with overtopping discharge ranging from
10−4 ≤ q < 10−3, which accounted for the smallest portion of the dataset, at 2.26%.

2.3. Dataset Combination

Figure 3 shows the statistical results following the combination of the European and
TIWTE single-slope wave overtopping discharge values into one dataset. Numbers 1 to
6 on the horizontal axis represent six overtopping discharge values between q = 10−6

and q = 10−0. TIWTE’s dataset is a supplement to the European dataset in the area of
overtopping discharge, which further expands the dataset and provides more training sets
for training the neural network.
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Figure 4 shows the distribution of the aggregated dataset. The graph shows that such
a dataset is broader, has more data, and increases the percentage of overtopping discharge
q ≥ 10−3 compared to the European dataset, which enriches the dataset for single-slope
overtopping discharges.
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3. Method
3.1. The Principles of the BP Algorithm

The BP (backpropagation) neural network algorithm is a multi-layer feedforward
network trained according to the error backpropagation algorithm [28]. By optimizing
the function weight, the corresponding error is propagated to form a three-layer network,
which has an input layer, a hidden layer, and an output layer [29]. In order to develop
a BP neural network, the first step is to determine the number of layers and number of
neurons contained in each layer. The learning principle is through gradient descent and
continuously adjusts to the weighting parameter X and threshold parameter b by applying
the backpropagation algorithm to minimize the mean square error.

Suppose that X = [x1, x2, · · · , xM] is used as the input space and Y =
[
Y1, Y2, · · · , Yj

]
is used as the output space. The function expression for this network’s forward propagation
output is
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= fw,b(X)(w, b ∈ Rn). The process of network training is to continuously adjust
the value of w and b based on the training sample set’s backpropagation algorithm and
minimize the value of the defined loss parameter Loss(Y, fw,b(X)).

3.2. Details of the BP Algorithm Implementation

Since there are many parameters involved in wave overtopping processes, it is difficult
to describe all of them. Given the structural features of single-slope breakwaters, 10 data
were selected as input parameters for the network, including wave element and breakwater
structural parameters, as shown in Figure 5: offshore effective wave height Hm0,t, average
wave period Tm−1,0, offshore water depth h, toe submergence ht, toe width Bt, slope tangent
cot α, armor rock surface roughness factor γ f , crest height with respect to the static water
level Rc, wall height with respect to the static water level Ac, and crest width Gc.

To eliminate the influence of the model scale and dimensions among the data and
facilitate the training of the neural network, these data were non-dimensionalized. For the
purpose of this research, the offshore effective wave height for each experimental record
was scaled to H′m0′t = 1 m, and the scaling was recorded as λ. Meanwhile, other data were
scaled in accordance with Froude scaling. Table 1 shows the maximum and minimum
values of each parameter. After normalization of the input parameters for single-slope
breakwaters, all parameters were within the designated range, which is under the coverage
of the neural network elaborated in this paper.
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Table 1. Distribution characteristics of input parameter data of the training set.

Parameters Mean Value Variance Maximum Value Minimum Value

h′ 3.34 1.88 14.40 1.03
H′mo,t 1 0 1 1

T′m−1,0 4.05 0.98 15.57 2.55
h′t 3.00 2.02 14.40 0.66
B′t 0.92 1.47 10.18 0

cotα′ 0.46 0.06 0.66 0.38
γ′f 1.84 0.68 5 1.30
R′c 1.35 0.48 3.04 0
A′c 1.32 0.60 3.75 0
G′c 1.46 0.96 12.50 0
q∗ 0.45 0.15 1 0

The number of hidden layer nodes has a great impact on the performance of neural
networks. This paper used the step-by-step test method to determine the number of hidden
layer nodes. That is, we gradually increased the number of hidden layer nodes from an
initial value, compared the prediction performance of each network, and finally selected
the corresponding number of nodes with the best performance as the number of hidden
layer neuron nodes, as shown in Figure 6.
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There were 16 hidden nodes and one output node; tanh was the activation function,
and the linear function pure() was the transfer function. Following the establishment of
the architecture of the neural network, the loss function was the mean square error, defined
in Equation (1) as follows:

MSE(qm, qnn) =
∑n

i=1(qmi − qnni)
2

n
(1)

where qmi is the experimental value of data i noted in the experimental record, and qnni is
the estimated value from the neural network. trainlm() was selected as the training func-
tion, namely, the Levenberg–Marquardt algorithm. The developed network is illustrated in
Figure 7.
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3.3. Ensemble Learning
3.3.1. Bootstrap Resampling

Bootstrap resampling is a random selection of N data, out of the original N data, and
the probability of being sampled for each experimental record is 1/N. The probability of
not being sampled for each experimental record is (1− 1/N)N . When the N is increased

infinitely, the probability will be lim
N→∞

(
1− 1

N

)N
= 1/e (equals approximately 0.37). There-

fore, for an extensive sample database, approximately 63% of the sample data are selected
for model training; the other 37% of the sample data are not selected and can be used as a
verification set to test the state and convergence of the model in the training process.

3.3.2. Ensemble Learning Model

The BP neural network is based on data-driven supervised learning. Therefore, the
performance of the BP model is highly affected by the data used for training. Any change
in the selected training data will bring huge uncertainty to the model output [30,31].
Ensemble learning accomplishes the learning task by developing multiple learners, which
is known to generally achieve a better learning result than a single learner. The common
architecture is to produce one group of single learners and then incorporate these learners
based on a certain strategy. A total of 500 groups of training subsets were selected based
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on the bootstrap sampling principle; then 500 groups of neural network sub-learners were
generated based on this training subset. Subsequently, a comprehensive estimation model
for overtopping discharge was established based on the combination strategy of the average
technique, i.e., qnn = 1

500 ∑500
j=1 qnnj .

3.4. Mean Impact Value

The mean impact value (MIV) was proposed by Dombi [32] and is one of the indicators
showing the change in the weighting matrix in the neural network. We can analyze the
importance of factors affecting overtopping by calculating the MIV value, which represents
the extent of influence on overtopping. A positive value means a positive correlation; a
negative value means a negative correlation. The detailed calculation process of the MIV is
summarized as follows.

Suppose that matrix Xm×n is the original data sample, where each row of X represents
a sample, and each column represents a feature (influencing factor). When adding noise to
the jth feature value of each sample, that is, increasing or decreasing its T% times, two data
samples with noise, X1 and X2, are obtained, as shown in Equation (2):

Xm×n =


x11 x12
x21 x22

...
...

xm1 xm2

· · ·
· · ·

· · ·

x1j
x2j

...
xmj

· · ·
· · ·

...
· · ·

x1n
x2n

xmn

 X1, X2 =


x11 x12
x21 x22

...
...

xm1 xm2

· · ·
· · ·

· · ·

x1j(1± t%)
x2j(1± t%)

...
xmj(1± t%)

· · ·
· · ·

· · ·

x1n
x2n
...

xmn

 (2)

Let X1 and X2 be input into the established BP neural network for simulation. Two
column vectors, Y(1)

j and Y(2)
j , will be obtained, which represents the predictive value after

adding noise to the jth feature, as shown in Equation (3):

Y(1)
j =

[
y(1)1j y(1)2j · · · y(1)mj

]T
Y(2)

j =
[
y(2)1j y(2)2j · · · y(2)mj

]T
(3)

The jth feature’s MIV value can be calculated using Equation (4):

MIVi = ∑m
j=1

(
Y(1)

i −Y(2)
i

)
/m (4)

where m is the amount of data in the sample. Similarly, other features’ MIV values can be
calculated the same way.

3.5. Evaluation Index

Our work needs a statistical measure to evaluate the performance of the prediction
model. The correlation coefficient (R) is a statistical index used to reflect the close degree of
correlation between variables. A correlation coefficient closer to 1 or −1 represents a strong
correlation; a correlation coefficient closer to 0 indicates a weak correlation. It is defined by
Equation (5):

R =
∑ qmqnn − ∑ qmqnn

N√(
∑ q2

m −
(∑ qm)2

N

)(
∑ q2

nn −
(∑ qnn)

2

N

) (5)

where qm is the experimental value, qnn is the estimated value, and N is the number
of samples.

4. Result
4.1. The Performance of the Network Model

The estimated overtopping discharge (qnn) was produced after all data were input into
the network and then compared with the experimental value (qm). Figure 8 indicates that
the network boosted the performance, obtaining high accuracy and a strong estimation.
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The solid slash in the middle of this graph is the 45-degree hypothetical line, and the
space between the broken slash on both sides of the hypothetical line is the 10 times error
tolerance. It is worth noting that overtopping is related to many factors; thus, the error
for different calculation formulae is generally controlled under 10 times, i.e., within one
order of magnitude. Further, there may still be a five times error even after repeated tests
of the overtopping discharge in the laboratory. As shown in Figure 8, the vast majority of
the network-estimated overtopping discharges are within a tenfold error; it is rare to see
any estimated overtopping discharges beyond the tenfold error. The correlation coefficient
R = 0.92 also shows a high correlation between the network-estimated overtopping
discharge and the experimental value.
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4.2. Comparison with the Chinese Standard Formula

The Code of Hydrology for Port and Waterway Engineering [5] includes a formula for
calculating the slope breakwater wall overtopping discharge under certain circumstances.
The wall overtopping discharge calculation formula for a breakwater without a seawall is
as follows:

Q = AKA
H2

1/3

TP

(
Hc

H1/3

)−1.7
[

1.5√
m

+ th
(

d
H1/3

− 2.8
)2
]

ln

√
gT2

p m
2πH1/3

(6)

Wall overtopping discharge calculation formula for breakwater with seawall:

Q = 0.07H′c/H1/3 exp
(

0.5− b1

2H1/3

)
BKA

H2
1/3

Tp

(
0.3√

m
+ th

(
d

H1/3
− 2.8

)2
)

ln

√
gT2

p m
2πH1/3

(7)

where d represents water depth in front of the structure (m), H1/3 is the effective wave
height (m), Lpo is the deep water wave length calculated based on peak spectral period (m),
m is the slope gradient coefficient and the slope is 1 : m, b1 is the berm width (m), H′c is the
crest height with respect to static water level (m), i is the underwater gradient.

Based on the application range of each parameter contained in Equations (6) and (7),
which can be seen in the reference [5], the database established previously was screened.
Independent screening refers to the quantity of remaining experimental records after the
screening of data satisfying the current parameter. Association screening refers to the
quantity of remaining experimental records after the screening of data satisfying each
of these parameters one by one from left to right. It can be seen in Figure 9 that the
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experimental record with the largest portion was screened out due to the limited application
range of the berm width b1 contained in Equations (6) and (7); the experimental record
with the smallest portion was screened out due to the limited application range of the deep
water wavelength Lpo contained in Equations (6) and (7). Given the limited application
range of each parameter, the experimental records screened out of the dataset, from large
to small portions, were the berm width b1, effective wave height H1/3, armor rock type Ka,
slope gradient coefficient m, offshore water depth, and deep water wave length calculated
based on the peak spectral period Lpo.
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In the process involved in the association screening of data satisfying each of these
parameters one by one from left to right, the changes in the remaining experimental
records are displayed, as shown in Figure 9. There were only 47 experimental records
left in the dataset following the screening of data satisfying all parameters contained in
Equations (6) and (7).

Equations (6) and (7) were applied to these post-screening experimental records for
calculating the overtopping discharge and comparing it with the neural network estimation
value and test value. The results of the comparison of the correlation coefficient are shown
in Table 2.

Table 2. Comparison of the evaluation index between our model and the Chinese standard formula.

Method R

Chinese standard formula 0.61
This study 0.84

The estimation value proves that there was a high correlation between the network-
estimated overtopping discharge and the tested value, with the correlation coefficient
R = 0.84. It is rare to see any substantial estimation error, and the estimation result
is reliable. The correlation between the overtopping discharge calculated based on the
Chinese standard formula and the test value was low, R = 0.61. There was also a substantial
estimation error for the overtopping discharge q < 10−4, as shown in Figure 10. Therefore,
the accuracy and application range of the neural-network-based overtopping discharge
estimation model are better than those of the Chinese standard formula.
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4.3. Comparison with the Van Der Meer Formula

In EurOtop, Van der Meer proposed [27] a calculation formula for the wave overtop-
ping discharge from the single-slope breakwater, and it is commonly accepted by most
European countries:

q√
g·H3

m0

=
0.023√

tanα
γb·ξm−1,0·exp

−(2.7
Rc

ξm−1,0·Hm0·γb·γ f ·γβ·γv

)1.3
 (8)

Calculation of the maximum value per formula below:

q√
g·H3

m0

= 0.09·exp

−(1.5
Rc

Hm0·γ f ·γβ·γv

)1.3
 (9)

where α is the angle between the slope and horizontal plane, γb is the berm reduction factor,
ξm−1,0 is the wave breaking parameter, γ f is the influence coefficient of different armor rock
types, γβ is the influence coefficient of wave incidence angle and γβ = 1 under positive
incidence, γv is the influence coefficient of seawall.

Similarly, based on the application range of each parameter contained in Equation (8),
which can be seen in the reference [27], the database established previously was screened.
As shown in Figure 11, the independent screening will squeeze out experimental records
accounting for the largest portion of the dataset due to the limited application range of
the seawall influence coefficient γv and eliminate experimental records accounting for the
smallest portion of the dataset due to the limited application range of the crest height with
respect to the static water level. Given the limited application range of each parameter, the
experimental records screened out of the dataset, from large to small portions, were the
seawall influence coefficient γv, rock surface roughness factor γ f , slope gradient coefficient
sm−1,0, wave breaking parameter ξm−1,0, wave steepness sm−1,0, and the wall height with
respect to the static water level Rc/Hm0.

In the process of association screening of data satisfying each of these parameters in
sequence from left to right, the changes in the remaining experimental records are displayed,
as shown in Figure 11. There were only 142 experimental records left in the dataset
following the screening of data satisfying all the parameters contained in Equation (8).
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The Van der Meer formula was applied to these post-screening experimental records
for calculating the overtopping discharge and comparing it with the neural network esti-
mation value and test value. The results of the comparison of correlation coefficients are
shown in Table 3.
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Table 3. Comparison of the evaluation index between our model and Van der Meer’s formula.

Method R

Van der Meer’s formula 0.64
This study 0.90

The estimation value shows that there was a high correlation between the network-
estimated overtopping discharge and the test value, with the correlation coefficient R = 0.90.
It is infrequent to see any substantial estimation error, and the estimation result is reliable.
The correlation between the overtopping discharge calculated based on Equation (8) and
the test value was low, R = 0.64. There are some large estimation deviations in some data,
and the estimation results are scattered, as shown in Figure 12. Therefore, the accuracy and
application range of the neural network based overtopping discharge estimation model are
better than those of Equation (8).
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4.4. Sensitivity Analysis Based on the MIV

The MIV algorithm was used to analyze the correlation and sensitivity of the BP neural
network’s input parameters. MIV mediation rates of 10%, 15%, and 20% were selected to
evaluate the network’s input characteristic parameters. shows the detailed assessment result.

Figure 13 shows the MIV value under different mediation rates, which was produced
based on the MIV value changes noted in Table 4.
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Parameter 10% Mediation Rate 15% Mediation Rate 20% Mediation Rate

1 h 8.26 × 10−4 0.0012 0.0016
2 Hm0,t 0.0058 0.0088 0.0118
3 Tm−1,0 0.0035 0.0053 0.0072
4 ht −5.24 × 10−4 –7.84 × 10−4 −0.001
5 Bt 1.15 × 10−4 1.74 × 10−4 2.34 × 10−4

6 cot α −0.0028 −0.0043 −0.0059
7 γ f 4.14 × 10−4 0.0011 0.0019
8 Rc −0.0024 −0.0036 −0.0049
9 Ac −0.0019 −0.0028 −0.0038
10 Gc −0.0019 −0.0028 −0.0038

It can be seen in Figure 13 that the influence of overtopping discharge impact factors
under different mediation rates on the overtopping weight factors was minimal. The weight
factors of the offshore effective wave height, average wave period, slope tangent, crest
height with respect to the static water level, wall height with respect to the static water
level, and berm width were large. Generally speaking, a higher wave element (i.e., a large
wave height and wave period) will produce a larger overtopping discharge. A large slope
gradient (an extreme case being a vertical seawall) will incur a small overtopping discharge.
A large crest height with respect to the static water level, a large wall height with respect to
the static water level, and a broad berm width will result in a small overtopping discharge.

5. Conclusions

This study collated a dataset associated with the overtopping discharge of single-
slope breakwaters based on TIWTE’s experimental records, which supplied data with
q ≥ 10−4 m3/m/s to the CLASH dataset and further enriched it. This allowed us to expand
the new dataset and make it more widely applicable. Furthermore, this paper provided a
novel prediction model, MIV-BP, for estimating overtopping discharge and discussing the
impact factors of overtopping. The prediction results of the model are basically within the
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range of the 10 times error, and there are few large deviations. Compared to the Chinese
standard formula and the European Van der Meer formula, the model’s coefficient of
correlation increased from 0.61 to 0.84 and from 0.64 to 0.90 in the studied dataset. The
prediction model with R = 0.92 on all of the datasets was recognized as the better model.
Furthermore, the results of the MIV evaluation show that overtopping discharge can be
effectively decreased from a design perspective by reducing the wave height and wave
period and by increasing the slope tangent and the crest height with respect to the static
water level. The influence of the following factors on overtopping discharge is minimal:
offshore water depth, rock surface roughness factor, and toe width. The above deduction
provides a basis and reference for effectively controlling overtopping discharge and can be
used to optimize the structural design of breakwaters.
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