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Abstract

:

Seawater intrusion is expected to cause a shortage of freshwater resources in coastal areas which will hinder regional economic and social development. The consequences of global climate change include rising sea levels, which also affect the results of the predictions of seawater intrusion that are based on simulations. It is thus important to examine the impact of the randomness in the rise in sea levels on the uncertainty in the results of numerical simulations that are used to predict seawater intrusion. Deep learning has lately emerged as a popular area of research that has been used to establish surrogate models in this context. In this study, the authors have used deep learning to determine the complex and nonlinear mapping relationship between the inputs and outputs of a three-dimensional variable-density numerical model of seawater intrusion in the case of a limited number of training samples, wherein, this has improved the accuracy of the approximation of the surrogate models. We used the rise in sea level as a random variable, and then applied the Monte Carlo method to analyze the influence of randomness on the uncertainty in the results of the numerical predictions of seawater intrusion. Statistical analyses and interval estimations of the Cl− concentration and the area of seawater intrusion were conducted at typical observation wells. The work that is here provides a reliable reference for decision making in the area.
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1. Introduction


Numerical simulation technology is an effective means to study the problem of seawater intrusion. In recent years, with the rapid development of computer technology and the continuous improvements that are made to the seawater intrusion theory, groundwater numerical simulation technology has been widely used in the study of seawater intrusion and it will be an effective method to study seawater intrusion in the future [1]. The three-dimensional variable-density seawater intrusion transition zone model is composed of a series of differential equations which can accurately depict the laws of groundwater flow and solute transport. Kaleris and Ziogas [2] established two-dimensional and three-dimensional finite-element variable-density transition zone models of coastal confined aquifers to study the impact of the underground cutoff walls on the process of seawater intrusion. Ketabchi [3]. used a numerical simulation model to study the impact of sea-level rise on seawater intrusion. Larsen [4] applied numerical simulation technology to study the transport and evolution law of underground saline (SEA) water in South Asia. Numerical simulations of models are usually conducted to forecast the level of groundwater [5]. One part of this task involves determining the parameters of the given model based on tests and experience, and the other consists of validating the combination of the parameters of the model as a whole through the employment of observational data [6]. In spite of the use of a large amount of numerical and observational data, the influence of uncertainty of the inputs to the model can still not be eliminated [7]. Analyzing the uncertainty of the numerical simulations of models for forecasting the level of groundwater can alleviate this situation [8,9].



Research on the uncertainty of numerical simulations of groundwater has attracted considerable attention [10,11]. Uncertainty analyses can enhance our knowledge of the given model and can help us to analyze the reliability of the results of the simulations [12]. Current research in the area has focused on the influence of uncertainty in the parameters of the results of the simulations of the model. Miao used a sensitivity analysis to screen out the parameters that significantly increased the uncertainty of the model [13], and Koohbor [14] carried out an uncertainty analysis of the effects of factors such as the locations of cracks and hydrodynamic parameters on the results of the simulations of seawater intrusion.



Few studies have reported predictive simulations of seawater intrusion by considering the rise in sea level in the context of climate change, however, this is an important issue [15].




2. Factors Influencing Uncertainty in Numerical Models


The general model that is used for numerical simulations is a deterministic model without any random components that can yield only unique results about prediction [16]. Global sea levels are randomly rising under the influence of climate change, owing to the impact of human activities. If a deterministic method is adopted to investigate this phenomenon, it becomes difficult to evaluate the reliability of the results of the predictions that are made. It is thus necessary to examine the impact of the randomness of the rise in sea levels on predictive simulations of seawater intrusion in the backdrop of climate change.



In an uncertainty analysis that is based on the Monte Carlo method, the simulation model needs to be called repeatedly, that is, it needs to be repeatedly solved, and this incurs a large computational burden and takes a long time. This renders the uncertainty analysis extremely complex, and this is not conducive to its applications. The surrogate model is an approximation of the simulation model that can reduce the burden of the calculation and the time that is consumed while it is processing it, while ensuring a high accuracy [17,18]. The surrogate model is a black-box model, and it is an approximation of the analog model. It can achieve the effects that the simulation model has on specified functions [19]. Compared with the simulation model, the surrogate model has a simpler solution process [20]. Therefore, we used it in the Monte Carlo simulations in place of a simulation model in this study.




3. Methods of Surrogate Model-Artificial Intelligence-Based Deep Learning


Artificial Intelligence (AI)-based deep learning technology is a rapidly developing machine learning method that can enhance the learning ability of the model by increasing the number of layers of the artificial neural network [21,22].



Once the training data have passed through a multi-layer neural network structure with multiple hidden layers, the features of these data can be extracted more accurately [23]. The advantages of deep learning over shallow learning are as follows:



(1) Deep learning has a more complex structure than shallow learning does. It improves the ability of the model to learn complex, non-linear functions by increasing its depth. In general, the deep learning model can have more than 10 hidden layers. The structures of shallow learning and deep learning are shown in Figure 1 and Figure 2, respectively.



(2) Deep learning has a better learning ability than shallow learning does, such that it can provide a more comprehensive description of the characteristics of and relationships among the data. This, in turn, improves the capability of the model to learn better features and, thus, improve its predictive accuracy.



There are many methods of deep learning. We used the depth-based belief neural network (DBNN), which is widely used for character recognition [24], and the deep convolutional neural network (DCNN) [25,26], which is widely used in image recognition, to establish a surrogate model of the simulation model.



We give examples of these two methods below. The first involves constructing a surrogate model by using the DBNN:




	(1)

	
Normalizing the target:











   x i ′  =    x i  −  x  min      x  max   −  x  min      



(1)




where    x i    represents the original values of the data,    x  min     represents their minimum values,    x  max     denotes their maximum values, and    x i ′    are their normalized values,    x i ′  ∈  [  0 , 1  ]   . The normalized    x i ′    values are used to construct the surrogate model.



	(2)

	
Using DBNN to replace the setting of the model parameters:




	①

	
Parameter Initialization













Based on past experience, the initial values of the weights and thresholds were set to   w = 0  ,   a = 0  , and   b = 0  . The learning rate reflects the speed of the parameter update and its value influences the speed of the training of the network and the accuracy of the simulation of the model. Too high a learning speed can cause the reconstruction error to grow easily and very quickly, such that the DBNN cannot converge or becomes unstable. This leads to a decline in its capability to perform feature extraction. If the learning rate is too low, overfitting occurs which reduces the speed of the update of the parameters and increases the training time of the model [27].



	





	②

	
Numbers of Hidden Layers












The DBNN model is generally composed of a multi-layered RBM and a neural network (the BP neural network is the most commonly used one) [28]. As the number of layers of the RBM increases, the accuracy of the feature extraction of the model increases. On the contrary, the training time also increases which enhances the loss of information, which affects the accuracy of the model. It is therefore important to select the optimal number of layers according to the given situation to optimize the results that are to be produced. The BP neural network that is used in this study applied a three-layer structure to output continuous predictions.



	





	③

	
Determining the Number of odes in the Hidden Layers












The agent model is an important part of the overall model. The number of neuronal nodes in the visible layer of the network is usually taken as its input variable and the number of nodes in the output layer is taken as its output variable. During training, the number of neurons in the middle layer is determined by manual fine-tuning and empirical formulas. The calculation is as follows:


  h =   m + n   + a , a ∈  [  1 , 10  ]   



(2)






  h =   m n   +  k 2  , k ∈  [  1 , 10  ]   



(3)






  h =   m n   + n  



(4)




where  m  stands for the number of nodes of the input layer and  n  is the number of nodes of the output layer.



	(3)

	
Unsupervised learning:







Based on the previous step, the RBM is trained with sample data. The first layer is used to obtain the characteristics of the sample data which are then used as the input for the next layer. These steps are repeated to train all of the RBMs. Following this, the feature vector of the training samples is outputted as the input to the BP neural network for prediction and the trend of the reconstruction error is generated.



	(4)

	
Fine-tuning the learning process:







The last step in constructing the DBNN model is supervised learning. This involves back-propagating the error to fine-tune each node of the network and enable it to converge to the global optimum to ensure the accuracy of the fitting of the data. The resulting DBNN model can be used for simulation and prediction.



	(5)

	
Reverse data normalization:








    x i  =  x i ′   (   x  max   −  x  min    )  +  x  min     



(5)





The parameters that are here are the same as in Equation (1).



The DCNN is now introduced. It is a CNN with multiple hidden layers [29]. The network is mainly composed of a convolution layer, a pooling layer, and a fully connected layer as shown in Figure 3. It is essentially a multi-layer perceptron. Weight sharing and local connections are used in it to reduce the number of weights and make the network easy to optimize while reducing the risk of overfitting.



The sample data are first normalized, and the DCNN model is then trained and validated by using them in MATLAB. The surrogate model for the DCNN is finally established. The procedure is given below [30].



	(1)

	
Principle of forward conduction:







Convolution layer: The local area of the input variables is convoluted by the convolution core in the convolution layer to generate the corresponding characteristic data, reduce the number of parameters of the convolution layer, and realize weight sharing. Weight sharing involves traversing the same convolution core once, in a fixed step, to reduce the memory that is required by the system and to avoid the overfitting that is caused by the use of too many parameters. It is the most important feature of the convolution layer. The formula is as follows:


   y  l  (  i , j  )    =   K  i l  ⋅   x  l      (    r  j   )    =   ∑  j ′ = 0   W − 1      K  i  l ( j ′ )   ⋅   x  l      (  j + j ′  )       



(6)







In Formula (6), the  l  weight of the  i  convolution core at level   j ′   is recorded as     K  i  l ( j ′ )    , the local area  j  that is convoluted is recorded as     x  l      (    r  j   )     , and the width of the convolution core is  W . A diagram for the calculation of the convolution layer is given below.



Activation layer: The abovementioned output is used in the activation layer to map the original, linear, non-separable, and multi-dimensional features into another space by using an activation function. This enhances the linear separability of the features so that a non-linear transformation can be applied. The sigmoid function, hyperbolic tangent function tanh, and modified ReLU are common activation functions. They are expressed as follows:


   a  l ( i , j )   = S i g m o i d (  y  l ( i , j )   ) =  1  1 +  e  −  y  l ( i , j )        



(7)






   a  l ( i , j )   = T a n h (  y  l ( i , j )   ) =    e   y  l ( i , j )     −  e  −  y  l ( i , j )        e   y  l ( i , j )     +  e  −  y  l ( i , j )        



(8)






   a  l ( i , j )   = f (  y  l ( i , j )   ) = max  {  0 ,  y  l ( i , j )    }   



(9)







In Formulas (7)–(9), the record of the output of the volume base is    y  l ( i , j )     and    a  l ( i , j )     is the activation value of    y  l ( i , j )    .



The sigmoid and tanh functions are used to update the weights by inverse error propagation, such that, as the number of layers of the network increases, the values of the sigmoid and tanh functions approach zero when the absolute value of the input is large, and the error cannot be propagated downward. This leads to a gradient dispersion. However, when the input to the ReLU function is greater than zero, the derivative is always one so that it avoids a gradient dispersion. Therefore, we used the ReLU function as the activation function for establishing the surrogate model of the DCNN.



Pooling layer: The pooling layer is located behind the convolution layer and is also known as the lower sampling layer. It forms a convolution–pooling unit together with the convolution layer. Its function is to extract the complete characteristics of the data. The pooling layer reduces the number of parameters of the DCNN through the use of pooling calculations. The structure of calculation of the convolution layer is shown in Figure 4.



Commonly used pooling functions include mean pooling and maximum pooling, and their mathematical descriptions are shown in Equations (10) and (11), respectively. The neurons in the perceptual domain are then calculated. The process is called maximum pooling when their maximum values are taken as the output, and it is called mean pooling their mean values are taken as the output.


   p  l  (  i , j  )    =  1 W    ∑  t = ( j − 1 ) W + 1   j W     a  l ( i , t )      



(10)






   p  l  (  i , j  )    =   max    (  j − 1  )  W + 1 ≤ t ≤ j W    {   a  l  (  i , t  )     }   



(11)







In the abovementioned calculation, the activation value of the  t -th neuron in layer  l  and frame  i  is recorded as    a  l  (  i , t  )     . The width of the pooling area is  W .



Fully connected layer: As shown in Figure 5, the inputs and outputs of this layer are fully connected. The input is a one-dimensional feature vector that is obtained from the output of the last pooling layer. The calculation is as follows:


   z  l + 1  ( j )    =   ∑  i = 1  n     W   i j  l   a  l ( i )   +  b j l     



(12)







In the abovementioned calculation,     W   i j  l    represents the weight between the  i -th neuron in layer  l  and the  j -th neuron in layer   l + 1  ,    z  l + 1  ( j )      is the value of the  j -th output neuron at the   l + 1   level, and    b j l    is the bias value of all of the neurons in layer  l  with respect to the  j -th neuron in layer   l + 1  .



Loss function: The loss function is used to evaluate the consistency of the output of the DCNN with respect to the corresponding target value. The commonly used loss function is the square error function. Assuming that the output of the DCNN is p and the target value is q, the mean error is as follows:


  L =  1 m    ∑  k = 1  m    1 2       (   p k  −  q k   )   2   



(13)







	(2)

	
Principle of back-propagation:







The key step to optimize the weights of the DCNN is error back-propagation. It begins with the fully connected layer and gradually solves the derivatives of each layer. According to the chain rule, the derivative of the loss function with respect to the last neuron in the layer is the first one to be solved, and the calculation then is carried out in a step-by-step manner from back to front. It includes reverse derivations of the fully connected layer, pooling layer, and convolution layer, and the update of the weights. If the error is too large, errors in the upper layers can be calculated by a gradient descent according to the error in the output layer until the input layer is reached while the weights and offsets are continuously adjusted. The process is repeated until the accuracy-related requirements are met. This part is similar to reverse correction, and its description is not repeated here.




4. Establishing a Seawater Intrusion Simulation Model


Global climate change influences temperature, precipitation, and the sea level, and thus, it has an impact on hydrological forecasting. These factors directly affect the equilibrium between seawater and groundwater in aquifers in coastal areas. The uncertainty in the rise in sea level significantly affects the predictions of the model. We propose a 3D model for the numerical simulation and prediction of seawater intrusion. This will help to lay the foundation for the analysis of uncertainty in the rise in sea levels [31].



The area that was chosen for this study is Longkou City. It is located on the Jiaodong Peninsula in the Shandong Province of China. The maximum horizontal distance between the eastern and western boundaries of Longkou City is 46.08 km, the maximum vertical distance between its northern and southern boundaries is 37.43 km (Figure 6), the length of its coastal curve is 68.41 km, and its total area is 901 km2.



Longkou is adjacent to the Bohai Sea to the west and the north, and there are mountains, plateaus, and piedmont plains to its southeast. The terrain is high in the southeast and it is low in the northwest. The trend of the mountain ranges is north-to-east or north-to-south, and they gradually flatten to the north. The area is evenly divided between hills and plains in the mountainous areas. It has a warm and temperate monsoon climate with an average annual precipitation of 595 mm. The inter-annual variation in precipitation is large and its annual distribution is uneven under the influence of the monsoon. The annual average evaporation ranges from 1150 to 1250 mm, with higher evaporation in areas that are close to Beibu Gulf. The rivers in the study area run vertically and horizontally but they are not large, and most of them are seasonal. The main perennial river is Yongwen River.



We collected the meteorological, hydrological, and geological data for the study area to establish a simulation model to describe seawater intrusion. According to the hydrogeological conditions of the study area, it can be generalized as a three-dimensional, heterogeneous, and isotropic porous water-bearing medium. The monthly precipitation infiltration is 16 million m3 per year, and the evaporation is about 1200 mm per year. The model consisted of models of flow and water quality [32]). It included partial differential equations and definite solution conditions, where the two were coupled based on the equations of motion. The model was solved by the SEAWAT program [33]. The measured data were substituted into the model for calculation, and the combination of the parameters was adjusted to satisfy the accuracy-related requirements. The inputs for the model included the sea level and the intensity of exploitation of groundwater, and the outputs consisted of the area of seawater intrusion and the Cl− concentration in the typical observation wells. The concentrations of Cl− in five observation wells and the area of seawater intrusion (Cl− > 250 mg/L) in the study area were selected as the outputs to analyze the impact of uncertainty in the rise in sea levels on seawater intrusion. Figure 7 shows the results of the model.




5. Establishment of the Surrogate Model


The inputs for the model were determined according to the needs of research [34]. They included the pumping capacity and the rise in seawater levels in the group of wells in the study area. The inputs and outputs were substituted into the simulation model, and the corresponding output was calculated as the training sample.



Given that we sought to assess the influence of uncertainty in the rise in sea levels on the results of the simulations, we took this as a random variable. The range of the values of the random variable was set to a normal distribution according to authoritative research on China (80–170 mm). Latin hypercube sampling was used to ensure the representativeness of the sampling. The volume of the mining of the wells was their current pumping volume (see Table 1 for details). The other parameters of the models were consistent with the previous corrections.



According to the abovementioned parameters, 100 groups of training samples were calculated to train the model, and another 20 groups of data were calculated as validation samples to test the accuracy of the surrogate model. We used the DBNN, radial basis function (RBF) [35,36], a typical neural network, and the DCNN to establish surrogate models of seawater intrusion. The 20 groups of the validation samples were used to check the accuracy of the models.



The degrees of approximation of these surrogate models to the simulation model were analyzed and compared, and the most accurate one was selected for subsequent research [37]. We also evaluated the accuracy of the surrogate models by using four indices to assess their precision, and the results are shown in Table 2.



Of the surrogate models, the output of the one for the DBNN was closest to that of the analog model. Table 2 shows that it was superior to the other methods on the three indices of the maximum relative error, average relative error, and root mean-squared error, with values of 3.961%, 1.658%, and 3.707, respectively. The closer that the coefficient of determination of accuracy was to one, then the higher the accuracy was. The DBNN was 0.989, which is better than other methods (close to 1). It can, thus, be concluded that the DBNN was the most suitable for simulating the variable density of groundwater flow in the study area.



The DBNN method reduces the dependence of the accuracy of the model on the number of training samples by superimposing the RBM and using unsupervised learning. In addition, the increase in the number of layers of the model helps to improve its ability to represent complex non-linear functions and feature learning. The surrogate model of the DCNN, although more precise, is more heavily dependent on the size of the sample data, has a better learning ability for a large number of samples, and is suitable for a more diverse range of input–output combinations.



We thus applied the theory and method of the DBNN to map the relationship between the inputs and outputs to solve the model for seawater intrusion in the presence of a few training samples.



We used the Monte Carlo method to analyze the impact of randomness in the rise in sea levels. The model needs to be called repeatedly in the simulation [38]. This incurs a large burden of calculation and takes a long time, which is not conducive to its use in applications. A surrogate model is an approximation of the analog model that can reduce the calculation load and the time that is needed to perform its function, while guaranteeing high accuracy. We thus used the DBNN model that was established in a previous paper [39] instead of the simulation model for the Monte Carlo simulation.




6. Results and Discussion


We set up a simulation model to describe the study area. In light of the uncertain impact of global climate change on the rise in sea level, we took the sea level as a random variable, established a surrogate model for the simulation model by using the DBNN, and conducted an uncertainty analysis based on it by using the Monte Carlo method. The processor that was used for the simulations was an i7-4790k (4 GHz), with 16 GB of memory and a Windows 7 operating system (×64). We ran GMS 10.0 to solve the model, and this took about 370 s. If the simulation model was directly used for uncertainty analysis, it needed to be calculated 200 times, which required 20.5 h. The surrogate model was used in place of the simulation model for uncertainty analysis. The simulation model needed to be run 120 times to establish the surrogate, which took 12.3 h. Calling the surrogate model in the Monte Carlo simulation took only 5 s, thus reducing the time that was needed for calculation by 40%. As the number of random tests was increased, more calculation time was saved.



The rise in sea level was taken as a random variable, and 200 sets of samples were taken from the range of this variable by employing Latin hypercube sampling [40,41] as the input to the surrogate model, while the other input variables (the pumping capacity of the three well groups) were treated as deterministic values according to the current production volumes (the random range of rise in sea levels was predicted by an atmospheric circulation model.) The results of the sampling of the random variables were inputted into the DBNN surrogate model, and the concentrations of Cl− and areas of seawater intrusion in the five observation wells were calculated. The outputs (Cl−concentration) of each well were then statistically analyzed.



Histograms of the chloride concentration in each observation well (ObW) are shown in Figure 8, Figure 9, Figure 10, Figure 11 and Figure 12. The statistical indicators are shown in Table 3.



A comparison of Figure 8 and Figure 10 shows that both of the wells ObW-1 and ObW-3 had more frequent occurrences of chloride ion concentrations that were greater than 250 mg/L at the end of the simulation period, which indicates that these two wells were more prone to seawater intrusion than the others were. Figure 11 and Figure 12 show that the chloride concentrations of the wells ObW-4 and ObW-5 at the end of the simulation period were below 200 mg/L, which indicates that these wells were not susceptible to seawater intrusion. The concentration of chloride ion in ObW-5 was below 100 mg/L, and thus it was the least susceptible to seawater intrusion.



In Table 3, the standard deviation reflects the degree of data dispersion. The larger the standard deviation is, the more scattered the outputs are, thus indicating a greater uncertainty. Due to the randomness of the rise in sea levels, the chloride ion concentration of each well fluctuated. The standard deviation also reflected the sensitivity of each well to the rise in sea level. The output of ObW-1 was the least discrete, while that of ObW-3 was the most discrete, which indicates that the latter was most affected by the randomness of the rise in sea levels. ObW-5 was, thus, the least susceptible to seawater intrusion and ObW-3 was at the greatest risk.



The risk of seawater intrusion in each well was then assessed. The curve of the cumulative distribution of the probability of seawater intrusion for each well is plotted as shown in Figure 13, Figure 14, Figure 15, Figure 16 and Figure 17. The risk of seawater intrusion of each well is shown in Table 4.



Figure 13, Figure 14, Figure 15, Figure 16 and Figure 17 and Table 4 show that the probability of seawater intrusion in ObW-3 was 58%, while that in ObW-5 was only 1%. This result might have been obtained because the western aquifer in the study area where ObW-5 was located was thick, and it was not significantly affected by the randomness of the rise in sea level. However, ObW-3 well is located at the center of Longkou, near the Longkou Coal Mine, and its aquifer is thin, such that, it is susceptible to the randomness of the rise in sea level. Pressure mining and the construction of a cut-off wall near ObW-3 should be prioritized to prevent further impact on the activities of production and life by seawater intrusion.



The confidence intervals of chloride ion concentrations in each well that were at confidence levels of 50% and 80% were also calculated. The higher the confidence level was, then the wider the range of the interval and the higher the probability of the data falling in the interval were. Chloride ion concentrations in the wells with these levels of confidence are plotted in Figure 18 and Figure 19, and the relevant statistics are detailed in Table 5.



Figure 18 and Figure 19 and Table 5 show that for the same confidence level, the confidence interval of well Obw-3 was the largest of all of the wells that were considered. When the confidence level was 80%, the confidence interval was 167.26–346.96 mg/L, indicating that this well was the most vulnerable to uncertainty in the sea level. The reliability of predictions for this well was poor when the deterministic model was used. The confidence interval of Obw-1 was the smallest. When the deterministic model was used to make predictions, the predicted chloride ion concentrations were the most reliable.



Finally, we statistically analyzed the area of the seawater intrusion, and the results are summarized in Table 6.



According to Table 6, the average area of the seawater intrusion at the end of the simulation period was 69.39 km2, which was close to the result that was predicted by the deterministic model (68.5 km2). The standard deviation of the area of the seawater intrusion was 7.31 km2, which was lower than the standard deviation of the chloride ion concentration in each well. This indicated that the randomness of the rise in sea level had a smaller impact on the area of the seawater intrusion in the study area than it did on the chloride ion concentration in the wells in the area.



To sum this up, the uncertainty analysis comprehensively reflects the relationship between the uncertain impact of global climate change on the rise in sea level and seawater intrusion. It thus provides strong support for guiding measures for extracting groundwater and protecting the research area.




7. Conclusions


In light of the uncertain impact of climate change on the sea level, this study used the rise in sea level as a random variable to determine the influence of the randomness in it on uncertainty in its simulation and prediction, and we applied the Monte Carlo method to conduct an uncertainty analysis. The results of the study adequately reflected the actual situation in the study area, which is expected to exhibit a complicated response to seawater intrusion. The results that are here can provide a reference for optimizing the exploitation of groundwater and can provide a basis for research on the prevention and control of seawater intrusion by using AI-based methods. In addition, the results showed that using the surrogate model instead of the simulation model for this calculation when also using the Monte Carlo method for uncertainty analysis could ensure highly accurate results while significantly reducing the calculation time.
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Figure 1. Logic diagram of shallow learning. 






Figure 1. Logic diagram of shallow learning.
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Figure 2. Structural diagram of deep learning. 
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Figure 3. Structure of the DCNN. 
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Figure 4. Diagram of the calculation of the convolution layer. 
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Figure 5. Fully connected layer. 






Figure 5. Fully connected layer.
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Figure 6. The boundary of the study and the observation wells that are in it (model output). 
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Figure 7. Results of calculation of the model. 
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Figure 8. Histogram of Cl− concentration of ObW-1. 
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Figure 9. Histogram of Cl− concentration of ObW-2. 
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Figure 10. Histogram of Cl− concentration of ObW-3. 
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Figure 11. Histogram of Cl− concentration of ObW-4. 
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Figure 12. Histogram of Cl− concentration of ObW-5. 
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Figure 13. Curve of the cumulative probability distribution of Cl−− concentration in ObW-1. 
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Figure 14. Curve of the cumulative probability distribution of Cl− concentration in ObW-2. 
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Figure 15. Curve of the cumulative probability distribution of Cl− concentration in ObW-3. 
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Figure 16. Curve of the cumulative probability distribution of Cl− concentration in ObW-4. 
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Figure 17. Curve of the cumulative probability distribution of Cl− concentration in ObW-5. 
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Figure 18. Box plot of Cl− concentration in each well (confidence level, 80%). 
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Figure 19. Box plot of Cl− concentration in each well (confidence level, 50%). 
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Table 1. Range of values and characteristics of the distribution of input variables to the surrogate model.






Table 1. Range of values and characteristics of the distribution of input variables to the surrogate model.





	
Variable Name

	
Sea Level Rise

(mm)

	
Pumping Capacity of Well Group 1

(104 m3/a)

	
Pumping Capacity of Well Group 2

(104 m3/a)

	
Pumping Capacity of Well Group 3

(104 m3/a)






	
Distribution characteristics

	
Random variable

(normal distribution)

	
Deterministic variable




	
Value range

	
80.00–170.00

	
273.00

	
161.00

	
230.00
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Table 2. Comparison of precision of the surrogate models.
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	Name
	DBNN
	RBF
	DCNN





	Max relative error (%)
	3.961
	6.720
	4.114



	Mean relative error (%)
	1.658
	4.009
	4.013



	Root mean-squared error
	3.707
	8.162
	5.179



	Coefficient of determination
	0.989
	0.804
	0.920
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Table 3. Statistical index of Cl− in the observed wells.
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Wells

	
ObW-1

	
ObW-2

	
ObW-3

	
ObW-4

	
ObW-5




	
Value

(mg/L)

	






	
Max. value

	
332.92

	
364.44

	
419.71

	
278.02

	
254.00




	
Min. value

	
166.04

	
151.38

	
89.57

	
104.02

	
11.96




	
Average value

	
250.63

	
251.65

	
253.95

	
183.26

	
73.38




	
Standard deviation

	
28.29

	
37.77

	
66.45

	
37.49

	
43.90
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Table 4. Statistics on the risk of seawater intrusion in the wells.
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	Well Name
	ObW-1
	ObW-2
	ObW-3
	ObW-4
	ObW-5





	Risk of seawater intrusion (Cl− > 250 mg/L)
	52.00%
	49.50%
	58.00%
	5.50%
	1.00%
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Table 5. Results of interval estimation for each well.
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	Well
	Confidence Level (%)
	Confidence Interval (mg/L)
	Confidence Level (%)
	Confidence Interval (mg/L)





	ObW-1
	80
	211.55−284.77
	50
	232.42−270.73



	ObW-2
	80
	205.65−302.82
	50
	225.33−279.90



	ObW-3
	80
	167.26−346.96
	50
	200.65−295.49



	ObW-4
	80
	132.79−233.51
	50
	157.49−210.38



	ObW-5
	80
	30.71−121.56
	50
	45.98−90.67
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Table 6. Statistics on the area of seawater intrusion.
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Median

km2

	
Standard Deviation

km2

	
Average

km2

	
Coefficient of Variation

	
Confidence Interval (km2)




	
80%

	
50%






	
70.27

	
7.31

	
69.39

	
10.40

	
68.01−72.55

	
69.16−71.41
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