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Abstract

:

Land evaporation (LET) is an important variable in climate change, water cycle and water resources management. Mastering the projected changes in LET is significant for crop water requirements and the energy cycle. The global climate model (GCM) is a vital tool for future climate change research. However, the GCMs have low spatial resolution and relatively high errors. We use a deep learning (DL)-based model to deal with this problem. The DL approach can downscale the model data and merge simultaneously. We applied the DL approach to a suit of models from the Coupled Model Intercomparison Project 6th edition (CMIP6) LET data. From the result of all the evaluation metrics, the DL merged data greatly improved in both spatial and time dimensions. The mean RMSE is 5.85 mm and the correlation is 0.95 between the DL merged data and reference data (historical reliable evaporation data). The future LET evidently increases in four scenarios (SSP1–2.6, SSP2–4.5, SSP3–7.0, and SSP5–8.5), and the upward intensity rises from the low to high emission scenarios. The highest increasing regions are in the Tibet Plateau and the south of China and the trend is larger than 10 mm/decade in the high scenarios. From the seasonal point of view, the increasing trend in spring and summer is far larger than for autumn and winter. The Tibet Plateau and the northeast of China have the largest upward trend in the spring of SSP5–8.5, higher than 1.6 mm/decade.
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1. Introduction


The Sixth Assessment Report of the Intergovernmental Panel on Climate Change (IPCC) states that global warming caused by greenhouse gases is evidently increasing. Global warming seriously impacts the water cycle and resources [1,2]. Land evaporation (LET) plays a significant role in the water cycle and water resource management [3] and is also one of the key variables in the soil-vegetation-atmosphere system [4]. Because the interaction between meteorological factors is complex, many factors influence the ET change [5]. It is important to understand the spatial-temporal variation in LET under climate change. Accurately grasping the future changes in LET is crucial to understanding the response mechanism of hydrological processes to climate change.



The long time LET data recorded by the meteorological stations and those from satellite retrievals are rather short and cannot be used for meaningful historical changes and projections. The Global Climate Models (GCM) of the coupled model inter-comparison project (CMIP) are vital tools to understand the influence of future climate change on the water cycle [6]. Because more scientific problems need to be handled, CMIP is continuing to revise the new GCM [7]. The new version of CMIP6 is a combination of the representative concentrations pathway (RCPs) in the CMIP5 and the shared socioeconomic pathway (SSP) [8]. CIMP6 has five SSPs, representing different social development degrees [9,10,11,12,13]. Compared with the CMIP5, CMIP6 has more models and experiments with widespread improvement in many fields, such as spatial resolution, physical parameterizations, etc. [7]. These new version GCMs can help us understand the future climate change better.



Most studies use the GCM data to research future climate changes, influences, and sensitivities [14,15]. However, different variables of GCM are subjected to some uncertainties and sensitivities due to the climate system’s internal changes and model physics algorithms [16,17,18]. Based on the assessment result with the CMIP6 model, a conclusion can be drawn that no single model performs best in different regions for any of the evaluation methods [19]. So, we need to consider how to merge the GCM data scientifically. For this problem, the multi-model ensemble mean (MME) method is a common, easy, and effective method [20]. The MME method still has some shortcomings; for example, this method is easily affected by extreme values and reduces the simulation performance in some local regions.



Although the spatial resolution of GCM has improved in the CMIP6, the resolution of GCM still cannot satisfy the requirement for detailed regional-scale research [21]. Spatial downscaling methods have been widely used for the data downscaling of GCM. The refinement methods of the GCM mainly include statistical downscaling [22] and dynamic downscaling [23]. The dynamic downscaling calculation is complex and uses the high-resolution regional climate model (RCM), but it can provide higher resolution downscaling data [24,25,26]. Although the satistical downscaling calculation is simple, its downscaling performance highly depends on the quantity and quality of regional meteorological data [27]. The statistic downscaling method builds the relationship between the GCM and the local-scale meteorological data and then generates high-resolution data. The common statistical downscaling techniques are regression-based, such as generalized linear regression models and those reported in [28,29]. Both methods can improve data resolution, but there is still a large deviation compared with the observation data [30]. Many bias correction methods are proposed to deal with this problem of GCM, such as statistics based on the mean, variance, and standard deviation [31,32], probability distribution-based bias correction [33], etc. However, the current GCM deviation correction methods have some limitations (such as GCM average deviation correction only considers the GCM average deviation and quantile-quantile correction also brings additional deviation to the spatial gradient of variables) [34,35]. In addition, most bias correction methods are for a single model dataset, bringing greater uncertainty in predicting the future climate.



However, the above downscaling methods do not have the ability to integrate multi-source data. In recent years, deep learning (DL)-based methods have played an increasingly important role in earth science because of their better ability to deal with big data [36] and have been successfully applied to many areas [37,38,39]. The DL model from the super-resolution (SR) field is suitable for dealing with the data downscaling and data merge problem of GCM. In essence, deep learning is a data fusion and downscaling technology based on a nonlinear relationship. These DL models can input many coarse-resolution GCM LET data to obtain high-resolution LET data, which means that the DL model can learn information from different GCMs and simultaneously perform data fusion and data downscaling, thereby reducing uncertainty. The SR convolutional neural network (SRCNN) outperforms the traditional SR method, which is the pioneer of image super resolution and reconstruction [40]. Subsequently, some DL approaches have been applied to the SR field to improve the performance [41,42]. In previous studies, deep learning has shown a strong ability to downscale meteorological data. For example, Vandal et al. (2017) used a SR convolutional neural network framework stacked with three-layer convolution to downscale precipitation from 1° to 1/8°degrees. The results were far better than the traditional statistical downscaling methods [43]. In another study by Rodrigues et al. (2018), they used the deep learning SR algorithm to significantly improve temperature and precipitation data resolution and ensure accuracy [44]. The deep-learning methods are non-local model output statistics (MOS) methods used to downscale data. Different from other statistical methods, they also consider information from the nearby grid.



The novelty of this work is the data merge and downscaling of GCM that was performed simultaneously with a DL-based model. Unlike the traditional methods, we can input many low resolution LET GCM data and obtain one set of high-resolution LET data; the DL model can learn information from different GCMs and perform data merging and data downscaling simultaneously, and reduce uncertainty. This work uses historical GCM LET to train a DL model and applies this relationship to merge the future data. Our work aims to create high-resolution LET data at 0.25° × 0.25° with high precision. Then, we can use the merged future data in different scenarios (SSP1–2.6, SSP2–45, SSP3–70, and SSP5–8.5) to analyze LET changes in China.




2. Materials and Methods


2.1. Study Region and Data


Our study region is China, the third biggest country in the world, with a vast land area of about 9.6 million km2. The climate of the study area is very complex, from the tropical to the temperate zone in China. The terrain of China includes the characteristics of high mountains and plateaus in the west and low terrains in the east. North China is relatively dry arid to semi-arid, and South China is relatively wet to humid. Because the Tibetan Plateau blocks warm and humid air from the Indian Ocean, the drought region in China is usually located in the inland areas. The climate in eastern China is dominated by the East Asian monsoon climate of hot and humid summers and dry and cold winters. The location of our study area is showed in the Figure 1.



2.1.1. Evaporation Reanalysis Data


We use a harmonized evaporation (ET) dataset as the reference data in our work [45]. These data were generated by the reliability ensemble averaging (REA) method with the ERA5, GLDAS, MERRA2, GLEAM3.2a and the flux tower observation data. According to the results, the merged data performed well in the complex vegetation condition. In addition, these data can describe the trend of the evaporation changes in different regions globally. The period of this data is 1980–2017, the temporal resolution is one month and the spatial resolution is 0.25° × 0.25°. We use the RD to represent these data in the following analysis to facilitate expression. These data are available at https://doi.org/10.5281/zenodo.4595941 (accessed on 12 November 2021).




2.1.2. CMIP6 Evaporation Data


This work used 22 monthly ET GCM data from the CMIP6. Those data can be accessed at the https://esgf-node.llnl.gov/projects/cmip6/ (accessed on 12 November 2021). One historical scenario in the period of 1850–2014 and four future scenarios, including SSP1–2.6, SSP2–4.5, SSP3–7.0 and SSP5–8.5, in the period of 2015–2100 were used in this study. Table 1 depicts the GCM information in this work. The spatial resolutions of the raw GCM data are relatively low, ranging from 0.703125° to 2.8125° and the spatial resolutions of most GCMs data are near to 2°. To retain more information from the raw GCM, we resampled all the GCM data to 2° × 2° with the linear interpolation method.





2.2. Methods


2.2.1. Deep-Learning Method


A deep convolution network designed for climate downscaling and fusion named Ynet was used in our work [46]. The Ynet learned from the historical period’s relationship between the RD data and the GCM ET data. In the future stage, we generated the future improved merged data using this relationship. The input data of the Ynet was the 22 GCM raw spatial resolutions with 2° × 2° and the output of the Ynet was one set of high-resolution 0.25° × 0.25° merged data. The Ynet consists of some convolutional/deconvolutional layers, upsampling layers and a fusion layer. The convolutional/deconvolutional layers are in charge of feature extraction, the upsampling layers downscale the GCM data and the fusion layer can merge multiple GCM inputs into one output.



The convolutional and deconvolutional layer have a 3 × 3 kernel size with stride 1, padding 1 and ReLU activation. Figure 1 shows the main structure of the Ynet, including the following three parts: quasisymmetric structure with skip connections, an upsampling part and fusion part. The structure of the first part tackles the gradient vanishing problem and is regarded as the feature extractor, which captures the abstraction of the low resolution. This part has 30 convolutional layers and 15 deconvolutional layers. The purpose of adding a convolutional layer after each deconvolutional layer is to alleviate the checkerboard artifacts caused by the deconvolutional layer. The second part includes an upsampling layer and two convolutional layers, with the same feature depth as the number of input GCM data. This part can downscale the GCM data. The third part is the fusion part; this part merges the downscaled data and outputs one set of high-resolution merged data. The input of the fusion part includes the up-sampling part output, auxiliary data and direct up-sampled GCM data that can help to improve the result. The auxiliary data include the climatological data calculated by RD in our work. The 22 GCM ET data will downscale and merge to one set of resolution data through those three parts of the Ynet.




2.2.2. Evaluation Metric


To comprehensively compare the performance of the DL merged data and the traditional ensemble method, the mean absolute error (MAE), root mean square deviation (RMSE) and unbiased root mean square deviation (ubRMSE) were applied in the subsequent evaluation. We used the mean square error (MSE) in the training process as the loss function to train the Y-net. The coefficient of correction (R) was also used for the evaluation. The formulas of those metrics are as follows:


  MSE =  1 N    ∑   i = 1  N     Y i  −  S i     



(1)






  MAE =  1 n    ∑   i = 1  n     Y i  −  S i     



(2)






  RMSE =    1 n    ∑   i = 1  n       Y i  −  S i     2     



(3)






  ubRMSE =    1 n    ∑   i = 1  n         Y i  −  Y ¯    −    S i  −  S ¯       2     



(4)






  R =    ∑  i = 1  n       Y i  −  Y ¯       S i  −  S ¯           ∑  i = 1  n       Y i  −  Y ¯     2       ∑  i = 1  n       S i  −  S ¯     2       



(5)







In the Equations (1)–(5), n represents the number of all samples. Yi is the reference evaporation data and Si is the DL merged data.   Y ¯  ,   S ¯   represent the mean value of the reference data and DL merged data, respectively.



In addition, we also use the Taylor diagram [47] to evaluate the RD data, DL merged data, MME data and single GCM model. It requires standard deviation (STD), ubRMSD and R.




2.2.3. Training Setting and Strategy


In the evaluated period, a total of 420 months were used for training from 1980 to 2014. The historical data were separated into two datasets with the ratio of 4 to 1, including the training dataset (1980–2007) and test dataset (2008–2014). Those two datasets are independent. The training dataset was used to train the network, tune the parameter, and then choose the best model parameter according to the performance in the test dataset.



In the data preprocessing stage, we scaled all the GCM and RD data to the range of 0–1 by the maximum and minimum normalization method. This operation can accelerate network convergence. In the training process, we applied a land-ocean mask to help the DL model pay more attention to the land region to improve the result. One epoch means that the model iterate all the data and 100 epochs were used in the training phase. The initial learning rate was 1 × 10−4 and the batch size was 1 in the hyper parameter set.






3. Results


3.1. Evaluation of Merged Data


Figure 2 shows the change in loss curves of the training and test dataset, along with the epoch. The values of loss experienced a rapid drop at the beginning of the training and then declined afterward. After the epoch of 60, the loss curve shows the smoothness condition. We saved the parameters according to the performance of the test dataset. Subsequently, we used the trained model to merge the future merged ET data in SSP1–2.6, SSP2–4.5, SSP3–7.0 and SSP5–8.5. For a more intuitive comparison of the DL and traditional MME methods, we re-gridded 22 GCM ET data to 0.25° × 0.25° and merged those GCMs using the MME method.



The four metrics, including MAE, RMSE, ubRMSD and R, were calculated with the test dataset to evaluate the result. Table 2 depicts the difference of those metrics between the DL and MME methods. We can conclude that the DL data show significant improvement in all the metrics. From the MAE, RMSE and ubRMSD, the DL data shows low and abnormal errors in the overall values. The DL data also achieve a high correlation of 0.95. In the following analysis, we compute the spatial MAE of every pixel to understand the spatial error better.



Figure 3 shows the spatial distribution of the MAE. Figure 3a is the MAE of the DL merged data and Figure 3b is the MAE of the MME merged data. From Figure 3a, we can observe that the MAE of most regions is less than 10, while a few regions in the south of China are larger than 10. Compared with the MME result in Figure 3b, the DL merged data greatly improved almost all the pixels. The MME results reflect the raw data error of the GCM data. In eastern China, many regions have an MAE larger than 25. The DL merged data also performed excellently. Figure 3 proved that the DL merged data greatly reduced the loss in the spatial domain. To evaluate DL merged data in the time dimension, we selected four pixels randomly in different climate zones (arid, transition, Tibetan Plateau and humid regions).



The Taylor diagram was used to further evaluate the merged DL, MME, and single GCM data. Figure 4 depicts 25 datasets based on their own distribution of STD, ubRMSD and R. It is obvious that the DL merged data outperforms the other data under all metrics. From the view of R, most of the GCM models range from 0.8 to 0.95. The DL merged data has the best R of 0.95, and the performance of the MME data is second to the DL merged data. Similarly, it can be observed that the DL merged data have the lowest bias and the MME data have less bias than the other GCM models based on the ubRMSD result. The ubRMSD of the majority of the GCM data is around 0.5. From the angle of the STD, it is not surprising that DL merged data is superior to the other data. It is noticeable that the performance of MME data is worse than the GCM data.



The evaluation proves that DL merged data significantly improved in both spatial and temporal dimensions. We used the DL model to merge the future ET data in the SSP1–2.6, SSP2–4.5, SSP3–7.0 and SSP5–8.5. Then, we analyzed the future change in ET in the following work.




3.2. Future Evaporation Change


To understand the yearly changes in LET in different scenarios in the future, we calculate the trend of future LET every ten years at every grid and those results are shown the Figure 5. Red indicates the increase in LET, blue indicates the decrease in LET, and the depth of color represents the intensity of the increase and decrease. In general, the trends of LET have some differences in different scenarios. From the low to high scenarios, the increasing trend of LET is more obvious. In the SSP2–4.5, SSP3–7.0 and SSP5–8.5, the LET depicts an upward trend in China, but the intensity of the upward trend was different. The changing trend of LET in SSP1–2.6 was significantly different from that in the other scenarios. In the SSP1–2.6, the overall trend of LET in China is not increasing; there is a downward trend in western Inner Mongolia and a small part of the Xinjiang Province. At the same time, compared with the other three scenarios, the LET trend in China under SSP1–2.6 is not obvious, and the trend of most regions is uniform, about 4mm/decade. In the SSP2–4.5, the trend of LET in southern China is more obvious than in the northern regions. The regions with an obvious upward trend are mainly concentrated in the lower reaches of the Yangtze River Basin and the southern region of the Tibet Plateau, about 8mm/decade. In the SSP3–7.0, the LET in China also shows an upward trend. Compared with the SSP2–4.5, the upward trend is more evident. The regions with the most obvious upward trend are mainly concentrated in the lower reaches of the Yangtze River Basin, the middle reaches of the Yellow River Basin, southern Tibet and southern Northeast China, about 10mm/decade. The LET change trend of SSP5–8.5 is the most significant compared to the other scenarios. The area with a clear LET change trend is relatively consistent with the spatial distribution pattern of the SSP3–7.0, but the trend is more significant.



Figure 6 shows the seasonal LET change trend and significant test results in different scenarios. In general, the variation feature of the different seasons is not the same. In the spring, the most obvious increasing regions are in the south of China in the SSP1–2.6, about 0.6 mm/decades. In the northwest of China, some areas demonstrate a downward trend. In the SSP2–4.5, the LET have a similar spatial distribution of the change trend with SSP1–2.6 and the increase in strength is greater than the SSP1–2.6. In addition, the northwest of the China exhibits an upward trend in the SSP2–4.5. In the SSP3–7.0 and SSP5–8.5, almost all the regions that demonstrate an increasing trend and the highest upward areas are the Tibet Plateau and Northeast China. The strength of the upward trend in SSP5–85 is higher than SSP3–7.0 in the Tibet Plateau, about 1.6 mm/decade.



In the summer, the Tibet Plateau shows a higher upward trend than the other regions. In some areas of North China, the downward trend appears in the SSP1–2.6. In the SSP2–4.5, the highest increasing trend is evident in the southeast of China and the Tibet Plateau. The regions in the north of China showed a decreasing trend compared with the SSP1–2.6. In the SSP3–7.0 and SSP5–8.5, the northeast of China and Tibet Plateau reflect the highest upward trend and the upward tendency of SSP5–8.5, which was bigger than the SSP3–7.0.



In the autumn, it is evident that the decreasing trend is lower than the spring and summer trends in all scenarios. In the SSP1–2.6, the trend of most of the increasing regions was less than 0.4mm/decade. The Tibet Plateau and the south of China showed a relatively higher upward tendency than the other regions, about 0.8mm/decade in the SSP2–4.5 and SSP3–7.0. Similarly, the increasing strength was the highest in the SSP5–8.5 compared to the other scenarios. The northeast of China also showed a higher upward trend in SSP5–8.5, in contrast to the Tibet Plateau and the south of China.



In the winter, we can conclude that the upward trend is the lowest out of the four seasons. In the SSP1–2.6, some regions show a decreasing trend in the north of China. Compared to the autumn SSP1–2.6, there is no obvious upward trend in the winter SSP2–4.5. In the other scenarios, the spatial distribution of the trend is similar. The south of China shows a higher upward trend, except for the rise in strength. In the other seasons, the Tibet Plateau demonstrates higher upward trends than the other regions, but the feature is not found in the winter.





4. Discussion


4.1. Data Merge and Downscaling of Climate Data


In this work, we innovatively applied a DL-based method to carry out the data merge and downscaling of GCM data. The input data of the DL model was 22 GCM, with the spatial resolution at 2° × 2° and the output of the DL model was one set of merged higher resolution data at 0.25° × 0.25°. The merged data greatly improved the correlation and bias from all the evaluation metrics. In the previous work, the successful application of the DL model from the SR field regarding soil moisture and air temperature was reported [48]. Our work also proves the DL model can carry out the data merge and data downscaling simultaneously. The DL methods can make full use of the information of each GCM and merge more accurate data.




4.2. Future Spatial-Temporal Changes in LET


Previous research reports that the increasing global trend of LET is consistent with the trend in China [49,50]. In the other regions of the world, the LET reflects a different trend, such as a decrease in South America and an increase in North America and Greece [51,52,53]. Thus, it is important to understand the LET changes in the regional areas [54]. According to our result, the future changes in LET are evidenced by the increasing trend in China, from the low scenario to high scenario; the intensity of the upward trend is increasing. This result is similar with the related research in China [3,55]. In general, the highest upward trend can be found in the Tibet Plateau, followed by the south of China in the humid regions. From a seasonal view, the increasing trend in the spring and summer is far larger than in autumn and winter. The same conclusion can be drawn that the highest upward regions include the Tibet Plateau and the humid region in the south of China.




4.3. Limitation and Prospect


Our work includes some limitations. First, because there is not enough weather observation data, the reference LET data of this work include merged data based on remote sensing data and reanalysis data. These data have certain errors themselves. In the next work, we need take more observation data as the reference data. Secondly, the DL model we used in our work did not consider time information and the climate data had redundant time information. In the next work, we can use the DL models that consider the time dimension [56].





5. Conclusions


This work applied a DL model named Ynet to form a high-resolution dataset based on the GCMs in China. The methods mentioned in this paper can carry out data downscaling and date merging simultaneously. We used the DL model to learn about the relationship between the reference data and GCMs in the specified time period. Then, we applied the trained model to merge the GCMs in the future scenarios (SSP1–2.6, SSP2–4.5, SSP3–7.0 and SSP5–8.5). The results in the test dataset demonstrate that the DL merged data significantly improve the GCM data in all aspects, according to different evaluation metrics. Most regions of China show a low error level.



We analyzed the future spatial-temporal changes in different scenarios using the DL merged data. Generally, from low to high, the intensity of the upward trend rises in China. From the yearly change scale, in the SSP1–2.6 and SSP2–4.5, we can observe the highest increasing regions compared to the other areas. In the SSP3–7.0 and SSP5–8.5, the Tibet Plateau has the tallest upward trend compared to the other places, with about 10mm/decade in SSP3–7.0 and 14 mm/decade in SSP5–8.5. In addition, the increasing trend of the humid regions in the south of China is ranked second to the Tibet Plateau in those two high scenarios. The seasonal changes show the highest increasing trend in spring. The increasing intensity decreases from the spring to winter. The Tibet Plateau and the northeast of China demonstrate the largest upward trends in the spring of SSP5–8.5, which is higher than 1.6 mm/decade.
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Figure 1. The location of the study area. 
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Figure 2. The loss value of training and test dataset per epoch. 
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Figure 3. The spatial MAE distribution of the DL and MME methods in the test dataset, (a) DL merged data, (b) MME merged data. 
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Figure 4. The Taylor diagram of the monthly DL merged data, MME data and single GCM data in the period of the test dataset (2008–2014). The Y axis shows the standard deviation (STD), ubRMSD is depicted by the green circles with dashed lines and the angular coordinate is applied to represent R. 
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Figure 5. The yearly trend of future evaporation change from 2021–2100 in different scenarios. (a–d) correspond to the SSP1–2.6, SSP2–4.5, SSP3–7.0 and SSP5–8.5 scenarios, respectively. 
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Figure 6. The seasonal trend of future LET change from 2021 to 2100 in different scenarios; (a–d) correspond to spring, summer, autumn and winter, respectively. The (a), (a1), (a2) and (a3) correspond to the future spring change in SSP1–2.6, SSP2–4.5, SSP3–7.0 and SSP5–8.5. The (b), (b1), (b2) and (b3) correspond to the future summer change in SSP1–2.6, SSP2–4.5, SSP3–7.0 and SSP5–8.5. The (c), (c1), (c2) and (c3) correspond to the future autumn change in SSP1–2.6, SSP2–4.5, SSP3–7.0 and SSP5–8.5. The (d), (d1), (d2) and (d3) correspond to the future winter change in SSP1–2.6, SSP2–4.5, SSP3–7.0 and SSP5–8.5. 
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Table 1. GCM and their grid size resolutions used in the current study.
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Institution (Country)

	
Model Name

	
Resolution (Lon × Lat)

	
Used Member






	
CSIRO (Australia)

	
ACCESS-CM2

	
1.875° × 1.25°

	
r1i1p1f1




	
BCC (China)

	
BCC-CSM2-MR

	
2.25° × 2.25°

	
r1i1p1f1




	
CAMS (China)

	
CAMS-CSM1-0

	
1.125° × 1.125°

	
r1i1p1f1




	
NCAR (USA)

	
CESM2-WACCM

	
2.5° × 1.875°

	
r1i1p1f1




	
CESM2

	
r1i1p1f1




	
CNRM-CERFACS (France)

	
CNRM-CM6-1-HR

	
1.25° × 0.9375°

	
r1i1p1f2




	
CNRM-ESM2-1

	
r1i1p1f2




	
CCCMA (Canada)

	
CanESM5

	
2.8125° × 2.8125°

	
r1i1p1f1




	
EC-Earth Consortium (EU)

	
EC-Earth3-Veg

	
0.703125° × 0.703125°

	
r1i1p1f1




	
CAS (China)

	
FGOALS-f3-L

	
2.5° × 2°

	
r1i1p1f1




	
NOAA-GFDL (USA)

	
GFDL-ESM4

	
2.5° × 2°

	
r1i1p1f1




	
INM (Russia)

	
INM-CM4-8

	
2° × 1.5°

	
r1i1p1f1




	
INM-CM5-0

	
r1i1p1f1




	
IPSL (France)

	
IPSL-CM6A-LR

	
2.5° × 1.259°

	
r1i1p1f1




	
MIROC (Japan)

	
MIROC-ES2L

	
2.8125° × 2.8125°

	
r1i1p1f2




	
MIROC6

	
2.8125° × 0.703125°

	
r1i1p1f1




	
MPI-M (Germany)

	
MPI-ESM1-2-HR

	
0.9375° × 0.9375°

	
r1i1p1f1




	
MPI-ESM1-2-LR

	
1.875° × 1.875°

	
r1i1p1f1




	
MRI (Japan)

	
MRI-ESM2-0

	
1.125° × 1.125°

	
r1i1p1f1




	
NCC (Norway)

	
NorESM2-LM

	
5° × 3.75°

	
r1i1p1f1




	
NorESM2-MM

	
2.5° × 1.875°

	
r1i1p1f1




	
MOHC (UK)

	
UKESM1-0-LL

	
1.875° × 1.25°

	
r1i1p1f2
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Table 2. Different evaluation metrics in test dataset of DL and MEM methods.
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	Methods
	MAE
	RMSE
	ubRMSD
	R





	DL data
	5.91
	5.86
	5.88
	0.95



	MEM data
	14.63
	21.16
	19.01
	0.85
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