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Abstract

:

Computational fluid dynamics (CFD) numerical simulations play an important role in many research fields, including hydrological basins, rivers, floods, and dam breaks. Currently, much research mainly pursues accuracy, efficiency, scale, dimensions, etc. In most models, the influencing parameters are adjusted manually, and only one constant is designed in a calculation area, resulting in a lack of heterogeneity in the variable space. In this article, using the idea of spatial interpolation by designing some control points along the river, a spatial design of the Manning coefficient is proposed in the CFD numerical simulation, and an adaptive correction model considering the different correction logic is researched to calibrate the model. Finally, the model is proven to be correct and effective, and it is converged with the Malpasset Dam-breaking case. It can help reduce the artificial calibration and improve simulation accuracy by designing the spatial adaptive correction parameter.
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1. Introduction


Every year, many safety issues are caused by flood disasters in the world. Therefore, accurate and rapid computational fluid dynamics (CFD) numerical simulations have become the pursuit of computing practitioners and scholars. Currently, researchers mainly focus on accuracy, efficiency, scale, dimensions, etc. [1,2]. In the field of CFD, there are two main classes of approaches typically used: the mesh-based approach and the particle-based approach. They are usually designed with the shallow water equations (SWEs) in the two-dimensional (2D) case and the Navier–Stokes equations in the three-dimensional (3D) case. As the mathematical models that describe these physical systems often come in the form of partial differential equations (PDEs) represented in a discretized form in computers, the loss of information in a numerical simulation is inevitable [3]. Therefore, in order to improve the simulation accuracy, some scholars have studied various numerical schemes in the solving method. The discrete methods mainly include the finite difference method (FDM), the finite volume method (FVM), and the finite element method (FEM) [4]. The widely used schemes include Godunov-type schemes [5,6,7], Roe-type schemes [8], flux vector splitting (FVS) schemes, AUSM-type schemes, HLL-type schemes [9] with the Riemann solver [10,11,12], and the Galerkin method [13,14,15]. For model modification, scholars mainly research several aspects: pressure correction, mesh correction [16], and coefficient calibration [17]. The methods for pressure correction include the SIMPLE [18] (semi-implicit method for pressure-linked equations) algorithm and other improved methods, such as the SIMPLER (SIMPLE Revised) algorithm, SIMPLEC algorithm (SIMPLE Consistent), and pressure implicit with splitting of operators (PISO) algorithm [19,20]. In addition, some modeling rules have been proposed to ensure the reliability of the models [21,22].



For the CFD calibration work, even though it has been extensively researched, the reliability of the results remains a key concern when performing CFD simulations [23,24]. It is not easy to obtain a reliable result due to the high computational cost and tedious calibration work. The current calibration work is mainly based on existing statistical data, using empirical formulas or adaptive learning to adjust parameters [25,26,27]. The input parameters include the boundary condition parameters and some model parameters. The current CFD calibration work mainly focused on how to select the proper CFD models and how to find the optimal input parameters. To produce reliable results, we need to adjust the input parameters to amend the agreement between the simulated results and the corresponding experimental data [23,26]. Tens to hundreds of simulation runs are required for the calibration process of finding acceptable input parameters. All the calibration work is very computationally expensive and time-consuming [23]. Therefore, some intelligent algorithms are being researched to improve the calibration work. For example, Azamathulla used machine learning technology to train and learn the budget model of the Manning coefficient and finally obtained an estimate of the Manning coefficient suitable for high-gradient flow [28]. The model is mainly based on the historical Manning coefficient records for neural network training.



While many parameter calibration methods have been used in distributed hydrological systems [29], most were still carried out manually with limited spatial points. In CFD numerical simulation models, scholars usually look for some parameters that make the simulation effect best match reality [26]. The Manning coefficient is used in most simulation systems as the operating parameter, and its optimization process usually depends on manual work. When repeatedly revised according to the experimental results for satisfaction, it undoubtedly increases the workload of manual model modification. In addition, the current model simulation lacks design considerations of the spatial heterogeneity information of the Manning coefficient. Usually, a single Manning coefficient value is used in the entire numerical simulation [4,30]. In addition, simulations using established software such as DHI MIKE and HEC-RAS are also faced with the tedious task of manually determining the Manning coefficients. Therefore, it is of great interest to research how to automate the calibration of the Manning coefficients.



The objective of this paper is to propose a new method based on adaptive correction, designed with the Manning coefficient as the correction target. First, the Manning coefficient is spatially designed, and then, the corresponding adaptive correction method is proposed. Finally, the Malpasset Dam-breaking case is used for experimental verification. The structure of this paper is as follows. The second part is the modeling research, which mainly includes the spatial design of the Manning coefficient and the adaptive adjustment design of parameters; the third part is the experimental verification, including data description, verification of experimental design, and analysis of the result; the last part is the experimental conclusion.




2. Materials and Methods


2.1. Study Area


The models were researched with the Malpasset Dam break, a real flood event that caused 439 casualties in France. The Malpasset Dam was located in the Reyran River Basin in the Val department in southeastern France, 14 km from an estuary. The dam-breaking event occurred at approximately 21:10 on 2 December 1959, and a flood peak of approximately 40 m caused a large flood disaster downstream, with the flood lasting approximately 20 min [31]. After decades of research, scholars have collected and organized a wealth of experimental data on the topography and process of the Malpasset Dam failure; as a consequence, this has become a benchmark study in the relevant literature [32,33,34].



2.1.1. Data Introduction


DEM (Digital Elevation Model)


The terrain data were obtained from the verification use case of the software openTelemac and included 53,081 elevation points. It was necessary to generate a DEM from these data. These elevation point data were processed through ArcGIS Desktop software and finally a   1723 × 918   DEM with a resolution of 10 m was generated (see Figure 1). The Malpasset Dam break has been successfully simulated without morphologic change considerations by many scholars [35]. Therefore, this modeling exercise will not consider morphologic change either.




Initial data


The Malpasset Dam was considered a straight line between the coordinate points (4701.18, 4134.41) and (4655.5, 4392.10). The water level in the reservoir (i.e., upstream of the dam) was initially 100 m, and the remaining downstream valleys were considered waterless [36].




Verification Data


In 1964, a 1:400 physical model was built to study this historic dam-breaking event by Electricite de France (EDF) [36,37]. In this physical model, the EDF laboratory set up 14 gauges to measure the arrival time and depth of downstream floods. A total of 9 gauges were placed on the river centerline, the first 5 being in the reservoir itself. The maximum free surface elevation and front arrival time at these gauges have been measured in this physical model. Since the experimental data of 9 gauges on the river centerline were used by many scholars [32,35,38] for verification experiments and rich experimental results were obtained, these data were also selected for verification in this paper. In Figure 1, the gauges are labeled from 6 to 14, and some of their information is shown in Table 1.






2.2. Model and Methods


A flow chart of the methodology is shown in Figure 2. First, the system initializes the relevant data of the simulation area and then performs numerical simulations to obtain the simulation results of each gauge. After the first simulation is finished, the errors between the simulation results and the real values are calculated. If the root-mean-square error (RMSE) is larger than the threshold, the errors are passed into the adaptive system to adjust the parameters, and numerical simulation is performed again until the RMSE is smaller than the threshold.



Our research mainly focuses on two parts of the flowchart:




	
The spatial design of the Manning coefficient of the numerical simulation model in the calculation area;



	
The logic of the adaptive adjustment of the Manning coefficient.








2.2.1. Numerical Simulation Model


The CFD models are categorized into grid-based models, particle-based models, and hybrid-based models. This article mainly uses the short-lived water cuboid particle model proposed by the author, which is a type of hybrid-based model (Figure 3 shows the concept map of water division). For details, please refer to the paper [4]. The main governing equations are as follows:


     M   d u   d t   =      ∫  0  l    ∂ | P |   ∂ x   d x +  ∫  0  l   μ    ∂ 2  u   ∂  x 2    + μ    ∂ 2  u   ∂  y 2     d x          +  B x  +   F  s  e  +  F  s  w         M   d v   d t   =      ∫  0  l    ∂ | P |   ∂ y   d y +  ∫  0  l   μ    ∂ 2  v   ∂  y 2    + μ    ∂ 2  v   ∂  x 2     d y          +  B y  +   F  s  n  +  F  s  s       



(1)




where the mass of the particles   M = ρ  l 2  H  , u and v, respectively, are the values of the velocity  V  in the direction of x and y, g is the gravitational constant, H is the depth of the water cuboid particle, l is the cell size of the grid,   F  s  e   and   F  s  w   are the components of the force on the east and west sides of the particle in the x-direction, respectively, and   F  s  n   and   F  s  s   are the components of the force on the north and south sides of the particle in the y-direction, respectively.



We use the Manning formula [4,39] to calculate the bottom friction  B  in this paper:


  B = ρ  l 2  g    n 2  V  | V |    H  1 / 3     



(2)




where n is the Manning coefficient. Here, the hydraulic radius is equal to the flow depth.




2.2.2. Spatialized Design of the Manning Coefficient


Spatial distribution is implemented instead of a constant value of the Manning coefficient in multiple cross sections of the river along its path, aiming to optimize the effect of these coefficients in the final simulation. The spatialized design of the Manning coefficient for the entire calculation area is shown in Figure 4:



In Figure 4, the specific control points of the Manning coefficient are set in the calculation area. The Manning coefficient at any point in the computational region is obtained by interpolation of the control points, expressing the spatial distribution. The gauges are used to obtain the simulation results at the corresponding positions, so as to calculate the simulation error and correct the Manning coefficient corresponding to each control point. If the control points are placed at the location of the gauges, due to the spatial interpolation, adjusting the Manning coefficient of the control point will have a greater impact on the Manning coefficient upstream and downstream of the gauge, which is not conducive to adaptive control design. Therefore, the control points are placed among the gauges, thus reducing the control coupling between the gauges and facilitating the adaptive correction design. The Manning coefficient   n c   of the currently calculated mesh can be calculated by the following formula:


   n c  = ∑  w i  ·  n i   



(3)






   w i  =   1 /  d  i  k    ∑ 1 /  d  j  k     



(4)




where, according to the first law of geography, the closer the space is, the more similar it is. The inverse distance weight (IDW) is used for the interpolation calculation.   w i   is the value of IDW for the control point i, d is the Euler distance between the grid and each control point, k is the exponent, and the value is set to 2 here.




2.2.3. Cost Function


The cost function is widely used in the field of adaptive systems and machine learning. It is mainly used to show the bias between simulated and real values during the training process of the system, and is often employed to analyze the process of adaptive correction. Cost functions can be of various types depending on the problem, including mean absolute error (MAE), mean squared error (MSE), root-mean-square error (RMSE), etc. Here, the RMSE is used as the cost function and is also used to evaluate the accuracy. The smaller the RMSE is, the better the accuracy is. The RMSE calculation formula is as follows:


    RMSE    =    1 m   ∑  k = 0  m     t k  −  t  k  ∗   2             =    1 m   ∑  k = 0  m     S t    G k  , N  −  t  k  ∗   2        



(5)






  N =   n 1  ,  n 2  , ⋯ ,  n m    



(6)




where,   t ∗   represents the actual fluid arrival time from the entrance to the gauge; correspondingly, both t and    S t   (  G k  , N )    represent the arrival time of gauge   G k   in the numerical simulation for the current matrix of Manning coefficients  N .



Next, we analyze the relationship between the RMSE and Manning coefficient  N , that is, how to use the time errors of the numerical simulation to adjust  N  to minimize the RMSE.




2.2.4. Adaptive Correction Model


After the spatial design and computational modeling of the Manning coefficient, this section mainly introduces how to use the simulation errors for iterative adaptive correction. The model can be described by means of an adaptive control system, as shown in Figure 5. The system mainly includes a simulation module, time output module for each gauge, error calculation module, self-adaptive regulator module, and Manning coefficient update module. The simulation module mainly contains the Manning coefficient interpolation calculation sub-module and the CFD core sub-module. First, the initial parameters (including the Manning coefficient of each control point) are input to the simulation module, and the Manning coefficients enter the CFD core module through interpolation calculation; second, after simulation calculation, the time of water flow arriving at each gauge is obtained through the time output module; third, the Manning coefficient correction value of each control point is obtained through the error calculation and adaptive correction rule module; finally, the Manning coefficient of each control point is obtained through the Manning coefficient update module, and such adjustment iterations are repeated until the accuracy requirement is satisfied.



Because the water flows from upstream to downstream, there is a sequence of time for the water to reach each gauge. Adjusting the upstream Manning coefficient will result in a change in flow velocity, and therefore affect the time it takes for the water to reach the downstream. Therefore, the adjustment of the Manning coefficient cannot be based solely on the single time error and a single control point. In addition, there is a reasonable range of Manning coefficients for practical applications   [  n  m i n   ,  n  m a x   ]  . To enhance the independence and improve the efficiency of the adjustment on the Manning coefficient for each control point, the following adjustment rules are proposed:



Logic-A


As shown in Figure 6a, if the former Manning coefficient is still in the specified range (   n  m i n   <  n  i − 1   <  n  m a x    ), the time correction   Δ  t   i −  a d j u s t     for the current Manning coefficient should be the current error   Δ  t i    minus the upstream neighboring time error   Δ  t  i − 1    , using the remaining error to correct for reducing the correction coupling between them:


  Δ  t   i −  a d j u s t   = Δ  t i  − Δ  t  i − 1    



(7)







When the former Manning coefficient reaches an extreme value, it still cannot complete the upstream correction (   n  i − 1   =  n  m i n     or    n  i − 1   =  n  m a x    ); then, the correction time error   Δ  t   i −  a d j u s t     for adjusting the current Manning coefficient should be the current error   Δ  t i   :


  Δ  t   i −  a d j u s t   = Δ  t i   



(8)








Logic-B


As shown in Figure 6b, if the latter Manning coefficient cannot complete the correction at the extreme value (   n  i + k   =  n  m i n     or   n  m a x   ,   k = 1 , 2 , · · · , m  ; m is the maximum value that makes the condition satisfied), the current time error and the latter time errors are considered as a whole, and the unfinished correction is redistributed to minimize the RMSE. If the Manning coefficients downstream reach the extreme value without reaching the target, the correction time error   Δ  t   i −  a d j u s t     is computed as follows:


  Δ  t   i −  a d j u s t   =    ∑  k = 0  m  Δ  t  i + k     m + 1    



(9)









2.2.5. Adaptive Correction Function


After applying the correction logic described above, we obtain a time error for adjusting the Manning coefficient. The adaptive correction function of the Manning coefficient is as follows:


   N  ( k )   =  N  ( k − 1 )   − c ·  f  n o r m a l    ( Δ  T  ( k − 1 )   )   



(10)




where   N  ( k )    is the Manning coefficient matrix for the k-th iteration,   f  n o r m a l    is the normalization function, which normalizes the time error to correct the Manning coefficient,   Δ  T  ( k − 1 )     is the time correction matrix for the k−1st iteration, and c is the relaxation factor. On the one hand, the movement time of the fluid is proportional to the Manning coefficient; that is, the larger the Manning coefficient is, the slower the water flows and the more time the fluid takes to arrive at the gauge. In this paper, the tanh function is selected as the normalization function. On the other hand, as the value of the Manning coefficient is usually in the range [0.01, 0.1], the correction value of each time should start at the thousandth, so the normalization function is set to normalize   Δ n   in the range [−0.001, 0.001]. According to the above requirements, the function is transformed as follows:


  Δ n = c ·  f  n o r m a l    ( Δ t )  = 0.001 · c ·  (  2  1 +  e  − a ( Δ t )     − 1 )   



(11)







Figure 7a shows that the larger c is, the greater the correction of the Manning coefficient and the faster the optimal value is found. When the correction is near the optimal value, swing oscillation may be caused by an excessive c. Similarly, Figure 7b shows that the larger a is, the narrower the fine-tuning area. That is, the adaptive correction system is fine-tuned when the time error is small, and if the system is hard to fine-tune, a corrected swing oscillation appears. Therefore, parameter c can control the upper limit of the correction amount at one time, and parameter a can control the width of the fine-tuning area. Adjusting the parameters a or c, the purpose is to get a reasonable Manning’s correction value. If one wants to speed up the correction, one can increase c to enlarge the amount of one correction, and if one wants to widen the fine-tuning area, one can decrease a. Algorithm 1 shows the pseudocode for the adjustment logic.



	Algorithm 1:  Δ t   for adjustment of each gauge.



	 [image: Water 14 02671 i001]










2.3. Model Running Conditions


2.3.1. Boundary Conditions


The boundary conditions are divided into two types: open boundary and closed boundary. The open boundary allows inflows and outflows, while a closed boundary forbids inflows and outflows. In this paper, closed boundary conditions are used, and there is no in-flow during the simulation except for the water in the reservoir.




2.3.2. Stable Conditions


The stable condition aims to guarantee the conservation laws that assumes the total masses of water remain conservative in the computing process. It states that during a time step, all water cuboid particles should not travel out of the boundary of its template of size   3 × 3  ; otherwise, the total masses of water will be lost. Given the maximum velocities   u  m a x    and   v  m a x   , the CFL condition for this model places an upper bound on the time step, which is as follows [4]:


  Δ t < min {  l  u max   ,  l  v max   }  



(12)









2.4. Experimental Design


2.4.1. Control Point Selection


First, the centerline of the stream was built based on the topographical data of the Malpasset Dam; second, the midpoints among gauges along the centerline were used as the control points. As shown in Figure 8, C6, C7…, C14 are the selected control points.




2.4.2. Parameter Settings


In the model validation, the difference in the range of Manning coefficients between land covers was not considered, thus avoiding the irrelevant factors of the model study. The Manning coefficients of all control points were restricted to a generic range [0.01, 0.1]; that is, the minimum value of the Manning coefficient in the adaptive correction,   n  m i n   , was set to 0.01, and the maximum value,   n  m a x   , was set to 0.1. According to the simulation data of the physical model, the parameters   l , Δ t , ρ , g , μ   and the time matrix   T ∗   of the fluid reaching gauges 6, 7…, 14 were set as follows:


    l    = 10  m       Δ t     = 0.1  s      ρ    =  10 3   kg /  m 3       g    = 9.8  m /  s 2       μ    =  10  − 3    Pa · s        T  ∗     = [  t 6 ∗  ,  t 7 ∗  , … ,  t  14  ∗  ]          = [ 9 , 100 , 180 , 270 , 400 , 600 , 850 , 970 , 1130 ]  s     



(13)










3. Results and Discussion


3.1. Verification of the Logic and Stability of Adaptive Correction


To verify the logic and stability of adaptive correction, it is necessary to set the relaxation coefficient c and parameter a as invariants and the initial matrix of the Manning coefficient as variable, so as to judge the logic and stability of the model’s correction for different initial values of the Manning coefficient. Here, the relaxation factor c was set to 2, and the parameter a was set to 0.2 in the normalization function. To research the effect of the correction logic, logic-A and logic-B were verified separately. To verify that the Manning coefficient correction is convergent in various situations (correction from the three initial states of smaller, larger, and intermediate values), three initial values of the Manning coefficients were designed using the two logics. Three initial Manning coefficient matrices    N 1  ,  N 2  ,  N 3    corresponding to control points C6, C7…, C14 were set as follows:


     N 1     = [  n  C 6   ,  n  C 7   , … ,  n  C 14   ]          = [ 0.01 , 0.01 , … , 0.01 ]       N 2     = [ 0.033 , 0.033 , … , 0.033 ]       N 3     = [ 0.08 , 0.08 , … , 0.08 ]     



(14)







Figure 9, Figure 10 and Figure 11 show the error change and learning curve for each gauge using logic-A and logic-B. Figure 9 uses matrix   N 1   to perform adaptive correction and convergence. Due to the small initial Manning coefficient and therefore the small friction, the arrival time of each gauge is advanced in the early simulation phase. As a result, the errors start to converge from negative to optimal values. Since the adjustment of the Manning coefficient did not reach the boundary of the correction range [0.01, 0.1] before approximately six iterations were performed on each control point, logic-B was not involved in the iteration, so the process of convergence is consistent with a stable state. After approximately six iterations, the range boundary of the correction appears at C14 (the Manning coefficient was adjusted to 0.01, the lowest value), so the effect of logic-B on the G13 change curve can be observed in the figure. Because logic-B is adjusted from the overall perspective and logic-A is more about local optimization, a bipolar behavior could be found in the three diagrams for the change curve of logic-A: the errors of some gauges are close to zero, while others have major errors. For logic-B, the error distribution is more uniform at each gauge. From the learning curve, the RMSE of logic-B is smaller than that of logic-A. Figure 11 uses matrix   N 3   for adaptive correction and convergence; therefore, contrary to Figure 9, the error converges from a major positive value to the optimal state. The intervention of logic-B occurs approximately 37 times. The final steady state is consistent with Figure 9.



Figure 10 uses matrix   N 2   for adaptive correction convergence. Without the spatialized design, a constant Manning coefficient of 0.033 is a good value for simulation. Therefore, when using the spatialized design, unlike   N 1   and   N 3  , the system is adaptively corrected from the same state as the constant Manning coefficient of 0.033; some of the Manning coefficients at the control points will be increased while others will be decreased, and some error variation curves will appear at the inflection points at the beginning. This is caused by the coupling of the adaptive correction process on each control point. This kind of coupling is difficult to avoid and more prominent in the unstable state in the early stage of adaptive correction. As the adaptive correction process finally stabilizes, this phenomenon disappears.



Through these six sets of experiments, it is concluded that the adaptive correction from three directions is stable and consistent, indicating the rationality of the adaptive correction logic design (that is, the optimal state is unique). After comparing two kinds of logic, logic-A can obtain a state with local optimization accuracy (that is, the errors of some gauges are stabilized at the minimum value, while the RMSE is not stabilized at the minimum value), while logic-B can obtain a state with global optimization accuracy (that is, the RMSE is stabilized at the minimum value). Thus, appropriate logic can be selected for adaptive correction according to different practical needs.




3.2. Verification of the Convergence of Adaptive Correction


As mentioned in the above section, the relaxation factor c and parameter a in the normalization function affect the convergence of the adaptive correction system. This section analyzes the influence of two parameters on convergence. The following experiments were performed with   N 2   and logic-B as initialization conditions.



	
To analyze the effect of relaxation factor c,   a = 0.2   and   c = 2  , 3, and 4 were set for three sets of data for the experiments.



	
To analyze the effect of parameter a,   c = 2   and   a = 0.2  , 0.35, and 0.5 were set for three sets of data for the experiments.






With different parameter settings, the experimental results are shown as follows (Figure 12, Figure 13 and Figure 14):



According to Figure 12 and Figure 13, when the relaxation factor c changes from 2 to 4, according to Equation (11), the adaptive correction   Δ n   becomes larger, which leads to a larger correction of water arrival time   Δ t  , forming a cycle that produces the error curve and the learning curve. These curves begin to fluctuate considerably, and the larger the relaxation factor, the larger the fluctuation. The essence of this is that when the self-adaptive correction value of the Manning coefficient increases with a large step, each iteration has difficulty entering the fine-tuning area, which results in the correction process swinging back and forth in the rough-tuning area to form the oscillation. When   c = 4  , the fluctuations are increasingly obvious from G11 to G14. This is due to the coupling caused by the flow from upstream to downstream. Although decoupling is designed for correction logic, for such time-series events, the correction coupling at each control point can only be minimized, and not eliminated. When the relaxation factor makes the correction process unstable, this weak coupling property appears. In addition, according to the learning curve, when c is 2, 3, and 4, the speed at which the curve drops to the lowest point is approximately 16 times, 12 times, and 8 times, respectively. In summary, the relaxation factor affects the speed of adaptive correction convergence. If it is too high, fluctuations occur. Therefore, it is critical to set an appropriate relaxation factor.



According to Figure 12 and Figure 14, when   c = 2  , a changing from 0.2 to 0.5 also generates fluctuations in the error change curve and learning curve, and these fluctuations become increasingly larger. Parameter a in the normalization function mainly controls the fine-tuning area in the adaptive adjustment. When a is increased, the fine-tuning area becomes narrower, which turns the fine-tuning area into the rough-tuning area, resulting in over-adjustment and fluctuation. Similar to the relaxation factor, parameter a also expresses the weak coupling relationship of each time error.



In summary, although the correction logic guarantees the stability of the correction, it cannot guarantee the progressivity of the correction. To obtain good progressivity, a suitable relaxation factor c and parameter a must be found in the normalization function. In the actual simulation process, the convergence speed can be adjusted by the relaxation factor c, and the width of the fine-tuning area can be adjusted by parameter a. This eventually results in a high adaptive correction speed and meets the convergence requirements of the correction process.




3.3. Evaluation of the Accuracy of Adaptive Correction


There are many methods for model accuracy evaluation, including absolute error (AE), relative error (RE), mean squared error (MSE), mean relative error (MRE), etc. [40]. In this paper, we mainly use RE and MRE for simulation accuracy evaluation, and the calculation formula is as follows:


    RE    =    y i  −  y  i  ∗    y  i  ∗        MRE    =  1 m   ∑  i = 1  m  R  E i      



(15)




where   y i   is the simulation result,   y  i  ∗   is the actual value, and m is the number of measurements.



Figure 15 shows the water level curves for each gauge during the different simulation experiments. When the water arrives at each gauge, the water level remains at the river bottom elevation, so the curve appears to rise when the water arrives at each gauge. With the dam breaching process, the water level shows a trend of sudden rise first and then a gentle fall. From the figure, we can obtain the water arrival time and maximum water level of each gauge during the simulation.



Table 2 shows the comparison of the maximum water level and the arrival time in the simulated model with the field-observed data in the physical model and results in the Telemac-2D model at the location of 9 gauges. For each gauge, the maximum water levels and arrival time of the flows in the physical model and the maximum water levels in the Telemac-2D simulation can be obtained from Hervouet’s thesis [31]. By comparing the average relative error, both the spatialized and non-spatialized models have similar simulation accuracy with the Telemac-2D simulation in terms of the maximum water level at each gauge. Comparing the relative errors, it can be seen that the spatialized design model has reduced the relative errors in the arrival time at each gauge compared to the non-spatialized design model. Additionally, the relative error in the water level does not change much for both. Figure 16 shows a comparison chart between before and after adaptive correction. As seen from the figure, with the adaptive correction of the Manning coefficients, the simulation results are more in line with the real situation.





4. Conclusions


The parameter spatialization and adaptive correction model are proven to be correct and effective through experimental analysis and verification. It can help reduce the artificial calibration and improve simulation accuracy. The comparison of logic-A and logic-B shows that logic-A only considers the error correction of a single control point; thus, the correction result may have unevenness in its accuracy distribution, and some errors are larger while others are small. Logic-B considers the coupling of upstream and downstream in the adaptive correction process of the Manning coefficient, so the correction result is globally optimal. By comparing and analyzing the relaxation factors and parameters in the normalization function, we can obtain the influence on the stability and convergence of the adaptive modification process. When both relaxation factors and parameters are too large, correction oscillation occurs. In short, the correction logic controls the stability of the correction, and the relaxation factor and the parameter in the normalization function control the retractability of the adaptive correction. In practical applications, through adaptive correction of the Manning coefficient, the system can adaptively fit the hydrodynamics model to the real data to improve simulation accuracy. In addition, the parameter spatialization and adaptive correction model can be regarded as an inversion system for the spatial distribution of the coefficient. It can be used to infer the spatial distribution of the Manning coefficient from simulation results.
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Figure 1. DEM and locations of the gauges. 
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Figure 2. Flow chart of the parameter spatialization and adaptive modification model. 
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Figure 3. The concept map of water division of the short-lived water cuboid particle model. 
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Figure 4. Spatialized design of the Manning coefficient. 
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Figure 5. Adaptive control system. 
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Figure 6. Correction logic. 
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Figure 7. Relationship between the time error and Manning coefficient correction values for different parameters. 
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Figure 8. Control point design. 
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Figure 9. Error curve and learning curve of each gauge in logic A and logic B (  N 1  ). 
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Figure 10. Error curve and learning curve of each gauge in logic A and logic B (  N 2  ). 
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Figure 11. Error curve and learning curve of each gauge in logic-A and logic-B (  N 3  ). 
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Figure 12. Error curve and learning curve of each gauge in logic-B (  a = 0.2  ,   c = 2  ). 
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Figure 13. Error curve and learning curve of each gauge in logic-B (  a = 0.2  ,   c = 3   or 4). 
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Figure 14. Error curve and learning curve of each gauge in logic-B (  c = 2  ,   a = 0.35   or 0.5). 
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Figure 15. The water level curve of each gauge during the simulation. 
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Figure 16. Arrival time of different numerical simulations on the Malpasset Dam break. 
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Table 1. Information sheet of gauges.
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	Gauge ID
	X (m)
	Y (m)
	Water Arrival Time (s)
	The Max Water Level (m)





	6
	4947.46
	4289.71
	9
	84.2



	7
	5717.30
	4407.61
	100
	49.1



	8
	6775.14
	3869.23
	180
	54



	9
	7128.20
	3162.00
	270
	40.2



	10
	8585.30
	3443.08
	400
	34.9



	11
	9674.97
	3085.89
	600
	27.4



	12
	10,939.15
	3044.78
	850
	21.5



	13
	11,724.3
	2810.41
	970
	16.1



	14
	12,723.70
	2485.08
	1130
	12.9
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Table 2. Comparing the water arrival time and the max water level.
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G6

	
G7

	
G8

	
G9

	
G10

	
G11

	
G12

	
G13

	
G14






	
Physical model

	
Water arrival time (s)

	
9.00

	
100.00

	
180.00

	
270.00

	
400.00

	
600.00

	
850.00

	
970.00

	
1130.00




	
Max. water level (m)

	
84.20

	
49.10

	
54.00

	
40.20

	
34.90

	
27.40

	
21.50

	
16.10

	
12.90




	
Telemac-2D

	
Max. water level (m)

	
87.97

	
54.43

	
53.25

	
47.91

	
36.51

	
25.37

	
19.13

	
17.65

	
12.76




	
RE (%)

	
4.48

	
10.86

	
1.39

	
19.18

	
4.61

	
7.41

	
11.02

	
9.63

	
1.09




	
MRE (%)

	

	

	

	

	
7.74

	

	

	

	




	
Without the spatialized design

(n = 0.033)

	
Water arrival time (s)

	
8.50

	
90.35

	
191.61

	
275.61

	
438.42

	
611.52

	
851.47

	
992.98

	
1273.12




	
RE (%)

	
5.56

	
9.65

	
6.45

	
2.08

	
9.60

	
1.92

	
0.17

	
2.37

	
12.67




	
MRE (%)

	

	

	

	

	
5.61

	

	

	

	




	
Max. water level (m)

	
86.18

	
53.29

	
53.45

	
48.87

	
36.41

	
24.53

	
18.45

	
15.40

	
12.47




	
RE (%)

	
2.35

	
8.53

	
1.01

	
21.56

	
4.33

	
10.49

	
14.17

	
4.37

	
3.36




	
MRE (%)

	

	

	

	

	
7.80

	

	

	

	




	
With the Spatialized design and adaptive correction

	
Water arrival time (s)

	
8.50

	
94.30

	
185.61

	
269.31

	
399.98

	
598.03

	
842.87

	
947.79

	
1139.99




	
RE (%)

	
5.56

	
5.70

	
3.11

	
0.26

	
0.01

	
0.33

	
0.84

	
2.29

	
0.88




	
MRE (%)

	

	

	

	

	
2.11

	

	

	

	




	
Max. water level (m)

	
86.55

	
53.77

	
54.29

	
47.65

	
37.38

	
25.69

	
18.79

	
15.92

	
11.50




	
RE (%)

	
2.79

	
9.52

	
0.53

	
18.53

	
7.11

	
6.25

	
12.61

	
1.14

	
10.87




	
MRE (%)

	

	

	

	

	
7.70
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