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Abstract: The natural phenomenon of harmful algae bloom (HAB) has a bad impact on the quality
of pure and freshwater. It increases the risk to human health, water bodies and overall aquatic
ecosystem. It is necessary to continuously monitor and perform proper action against HAB. The
inspection of algae blooms by using conventional methods, like algae detection under microscopes,
is a difficult, expensive, and time-consuming task, however, computer vision-based deep learning
models play a vital role in identifying and detecting harmful algae growth in aquatic ecosystems and
water reservoirs. Many studies have been conducted to address harmful algae growth by using a
CNN based model, however, the YOLO model is considered more accurate in identifying the algae.
This advanced deep learning method is extensively used to detect algae and classify them according
to their corresponding category. In this study, we used various versions of the convolution neural
network (CNN) based on the You Only Look Once (YOLO) model. Recently YOLOv5 has been
getting more attention due to its performance in real-time object detection. We performed a series of
experiments on our custom microscopic images dataset by using YOLOv3, YOLOv4, and YOLOv5 to
detect and classify the harmful algae bloom (HAB) of four classes. We used pre-processing techniques
to enhance the quantity of data. The mean average precision (mAP) of YOLOv3, YOLOv4, and
YOLO v5 is 75.3%, 83.0%, and 91.0% respectively. For the monitoring of algae bloom in freshwater,
computer-aided based systems are very helpful and effective. To the best of our knowledge, this
work is pioneering in the AI community for applying the YOLO models to detect algae and classify
from microscopic images.

Keywords: HAB; algae detection; object detection; YOLO model; microscopic image

1. Introduction

The quality of water is indispensable to public health, industry, and agriculture. Many
factors are responsible for the poor quality of water. Among them, algae are a type of
organism that degrades water quality and poses risks to ecosystems and people. Algae
species are a kind of plant organism that is mostly found in freshwater, ponds, water
channels, and on the sides of rivers. Algae bloom is the process of overgrowth of algae,
and it is a global problem for the freshwater management system and water bodies. It
increases exponentially and covers a large area, which is called harmful algae bloom (HAB).
The algae bloom is very dangerous for human health as well as aquatic life. Various
factors such as temperature, nutrients, sunlight, and climate changes are responsible for
algae bloom [1]. It produces a high toxin compound, which affects the quality of water
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and produces undesirable odour and taste. Similarly, it produces neurotoxic, paralytic,
amnesia, and many other chemicals, causing the death of marine mammals and even
water-dependent creatures [2,3]. In addition, the continuous release of toxins and harmful
chemicals covers all the surface of the water, which reduces the sunlight entrance to the
water, thus badly influencing the photosynthesis process of the plants under the water.
Furthermore, it poorly affects the cycle of the food chain. The HAB consumes oxygen
in a huge amount and causes a deficiency of oxygen in the water bodies [4]. Hence it is
necessary to save the life of water bodies and the health of humans by installing a proper
monitoring and algae bloom identification system. To control and mitigate the HAB in
freshwater, the latest artificial intelligence-based techniques, for example neural networks,
have been used by researchers to ensure the supply of quality drinking water [5].

There are many techniques to monitor algae bloom. Aircrafts, satellites, or drones
are being used to obtain hyperspectral or multi-spectral images to monitor and identify
the algae bloom event in a large area [6–8]. It is imperative to monitor the undesirable
algae bloom continuously in ponds, water channels, or freshwater reservoirs and to take
essential and immediate action in any area to maintain drinking water quality. The tradi-
tional method of algae bloom by visual analysis using a microscope is a time-consuming,
economically not feasible, and a cumbersome task. An automated system based on the
latest object detection algorithms is an effective way for real-time monitoring algae bloom
in waterbodies.

Recently, various approaches like computer vision and deep learning-based techniques
have been frequently used for object detection. Especially convolutional neural network
(CNN) is getting more focus and has shown promising performance in image analysis,
object detection [9], and image segmentation [10]. Very few studies were conducted
for the monitoring and identification of algae bloom based on CNN [11]. A study was
conducted by Baek et al. [12] to simulate HAB by identifying the bloom initiation and
density using regression and classification CNN model. The multi-targeted based Fast
Region-Based Convolutional Neural Network (Fast R-CNN )model [13] is studied for the
identification and classification of algae species. The latest object detection algorithms,
which have high performance and accuracy, can also be used for the detection of algae
bloom. Park et.al [14] performed an experiment to detect microalgae using the deep
learning based object detection technique YOLOv3. The microscopic images were used to
train the model and darknet-53 was used as the backbone. This study also revealed that
the training performance of a model with color images is better as compared to grayscale
images. Another study was conducted by Park et.al [15] to analyze automatic algae species
detection using deep learning based YOLOv3 and YOLOv4. The YOLO is a much faster
and powerful algorithm to detect an object in real time from images and video data.

In this study, we investigated the usefulness of three state-of-art models for the detec-
tion of algae and compare their performance. YOLOv3, YOLOv4, and YOLOv5 models
were used to detect and classify our custom dataset. These models identified the four
types of algae species, namely Cosmarium, Closterium, Spirogyra, and Scenedesmus. We
used algae microscopic images to train the YOLO models. The latest version of YOLO, i.e.,
YOLOv5, was used in this study. It is a powerful real-time objection detection model in the
AI family. The main contribution of our study in this work is as follows.

• The collection of microscopic algae images;
• Implementation of Dc-GAN to enhance the number of images in the dataset;
• Labelling of images based on their specific classes;
• Trained Yolov3, Yolov4, and Yolov5 models on a custom dataset;
• Comparative analysis of all the models’ accuracy and performance.

This paper is organized as follows. The related work and literature review are de-
scribed in Section 2. Section 3 represents the materials and method. The results and
discussion of this study are described in Section 4. The conclusion and future work are
explained in Section 5.
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2. Related Work

Algae bloom is a natural process that normally occurs in freshwater reservoirs. When-
ever blooms occur, it forms colonies and spread on a large scale in the area. The rapid
spread of algae creates a dangerous zone for aquatic life. Various factors, like warm tem-
perature, climate change, sufficient light, and increasing nutrition, are responsible for algae
bloom in freshwater storage tanks, ponds, and lakes. The high concentration of algae
blooms produces different chemical compounds and stops the sunlight reaching inside the
water. In addition, it affects the process of photosynthesis and destroys the food chain of
the marine ecosystem. This is a worldwide issue and the whole world is suffering from
these problems. It is necessary to monitor and identify the algae bloom in an area to avoid
a big loss. In the past decade, a lot of research and experiments have been conducted to
address this problem.

Paul R. Hill et al. [16] developed a machine learning-based application for the predic-
tion and detection of harmful algal bloom. They used remote sensing data and different
machine learning architectures for this purpose. The model showed a detection accuracy
of 91%. Derot et al. [17] used a random forest algorithm for the prediction of harmful
algae blooming in Lake Geneva due to the cyanobacterium Planktothrix rubescens. The
purpose of developing a machine learning-based model was to assist the locals to manage
the lake environment. They used 34 years data of P. rubescens concentration and clustered
the data into 4 groups using the k-means clustering method. Sönmez et al. [18] applied
several CNN models and support vector machines for the classification of algae. They
classified cyanobacteria and chlorophyta microalga groups. Seven different CNN models
and transfer learning were used in this study. Alex-SVM achieved the highest accuracy.
SVM was used to improve the classification accuracy, which improved the accuracy from
98% to 99.66%.

Arabinda Samantaray et al. [19] proposed computer vision and a deep learning-based
system for the detection of algae. The authors used state-of-the-art transfer learning
techniques to develop their proposed model. Transfer learning techniques are used in
machine learning and enable us to take benefit of the pretrain models, which are trained
on a huge amount of data. By customizing the pre-trained model and training them on
our custom dataset, we can use these models for our customized purposes. They use
Faster R-CNN, R-FCN, and Single Shot Detector for the detection of algae. They compare
the results of these three transfer learning models, and region-based fully convolutional
networks (R-FCN) showed the highest accuracy of 82%, followed by faster R-CNN 72% and
SDD at 50%, respectively. Edgar Medina et al. [20] presented a vision inspection system
for the detection of algae in underwater pipelines using multilayer perceptron (MLP) and
CNN algorithms. The authors used 41,992 samples of data and it was annotated for algae
and non-algae manually. They applied data augmentation after splitting the data into
training, testing, and validation. The model gave an accuracy rate of 99.39%. Jungsu
Park et al. [5] designed an automatic system based on neural architecture search (NAS),
which finds the best CNN model for algal genera classification. This system could classify
eight classes of algae in watersheds for drinking water supply with an F1-score of 0.95. The
experimental results showed that the CNN models developed using neural architecture
search could present better performance compared to the conventional ways of developing
CNN models.

Bi Xiaolin et al. [21] applied a Support vector machine (SVM) for the detection of
microalgae species using hyperspectral microscopic images. They performed several image
processing steps to optimize the detection results. The experimental results reported high
sensitivity and specificity reaching up to 100%. This study also performed survival compe-
tition analysis of microalgae using microscopic imaging technology under pH effect. SS
Baek et al. [22] performed classification and quantification of cyanobacteria species using
deep learning. Fast regional convolutional neural network (R-CNN) and Convolutional
neural network (CNN) were used for the classification of five cyanobacteria species. Micro-
scopic images were used, and post-processing of classified images was conducted, which
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helped increase the accuracy of the model. The average precision values range of the model
was reported between 0.890 and 0.929.

Jesús Balado et al. [23] used deep learning for the semantic segmentation of macroalgae
in coastal environments. Images of five different macroalgal species with high resolutions
were used and three CNN models, namely Resnet18, MobilenetV2, and Xception, were
applied in this study. Residual Network (ResNet) presented the highest accuracy of 91.9%
and all the five classes of macroalgae were segmented correctly. Jesus Salido et al. [24]
employed YOLO for the detection and classification of diatoms, i.e., microalgae. They anal-
ysed the performance of the model by training and testing the model for the classification of
5, 10, 20, and 30 target species. They also validated the model using the colour images and
grayscale images. The model could identify 80 different diatom species with a specificity of
96.2%, sensitivity of 84.6%, and precision of 72.7%.

3. Materials and Methods

In this section, we explain the materials and methods used in this research work. We
included data source information, data processing, YOLO background, and other related
details in this section. We collected 400 algal images, pre-processed the data, and applied
different object detection techniques to detect and classify the different classes of algae.

3.1. Data Source

The dataset used in this research was collected by the main laboratory of Quaid-
Azam University Islamabad, Pakistan. It has 400 microscopic images belonging to each of
4 classes, i.e., Cosmarium, Scenedesmus, Closterium, and Spirogyra. These microscopic
images were pre-processed and used for the training of the model. The data samples are
shown in Figure 1.
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Figure 1. Samples of all the four algae classes. (a) Closterium, (b) Cosmarium, (c) Scenedesmus,
(d) Spirogyra.

3.2. Data Preprocessing

Data pre-processing is one of the important parts of artificial intelligence model devel-
opment. Raw data is pre-processed by applying different techniques like data labelling,
data augmentation, data sampling, data normalization, etc. To train a deep learning-based
model, the size of the dataset is small, which might affect the output performance of the
models. So, to overcome this problem, the advanced deep learning-based data augmen-
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tation technique, for example, generative adversarial neural (GAN), was used. Figure 2
shows the images generated by applying DC-GAN from the original images. The GAN
model considers original images as reference images and generates new images with the
same statistic as the original image. The GAN framework is gaining more attention in
computer vision due to high capability to generate more useful data based on reference
image data.
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We applied traditional and advanced data augmentation techniques, and 800 images
were obtained for each class. This data is sufficient to train the YOLO models more
accurately. The DC-GAN is an advanced version of the GAN model and has two main parts
generators and discriminators, as shown in Figure 3. The generator synthesizes images
based on the original reference image and the discriminator differentiates between real
images and synthesis images.
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Deep Convolutional GAN (DC-GAN) works exactly the same as the simple GAN
model and is used for unsupervised learning. The DC-GAN uses convolutional stride
instead of pooling layer. It does not need a fully connected layer as the GAN model. The
batch normalization is used in both the generator and the discriminator. Moreover, the
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generator part uses ReLU activation function for all layers except for the output, which
uses tanh. Similarly, the discriminator part uses LeakyReLU for all layers except output,
which uses the sigmoid activation function, as shown in Figure 3.

The generator and discriminator are completely based on a convolutional neural
network. In this experiment, we have 4 classes with 400 real images. The generator
part generates fake images and these fake images are fed with reference real images to
the discriminator part. Moreover, the discriminator calculates the loss between real and
fake images. The loss propagates back to the generator and updates fake images. This
process continues, unless the loss becomes minimum. Eventually, the discriminator cannot
differentiate anymore between the real and fake images, and then it classifies both images
as real. This method was used to generate enough number of images from 400 images.

In YOLO, the images are annotated according to the classes. In our dataset, we had four
classes, so all the images were annotated accordingly. We annotated the images by making
bounding boxes of the class objects for the classes, namely Cosmarium, Scenedesmus,
Closterium, and Spirogyra, as shown in Figure 4.
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As a result of the annotation, text files were generated corresponding to each image,
which contains information about the objects in the images. The text file has the class Id,
coordinate of the bounding box, and height and width of the bounding box.

3.3. YOLO Background

There are several artificial intelligence-based techniques for the classification and
detection of objects such as CNN [25], Fast Regions with Convolutional Neural Network
(Fast R-CNN) [26], and faster R-CNN [27], however, among them, You Only Look Once
(YOLO) [28,29] presents good object detection results with high accuracy and precision.
Therefore, we used YOLO for the detection of algae. This approach has been used in many
areas and applications. It has been used in industries [30], agriculture [31], medical [32],
and many other areas.
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Generally, there are two categories of object detection algorithms, namely one-stage
detectors and two-stage detectors. One-stage detectors [33–35] form a very simple architec-
ture of fully convolutional networks and give classification probabilities of each class as an
output. However, two-stage detectors [9,36] have complicated architecture and the objects
are regressed twice. First, the high probability region having an object is filtered out, and
then it is fed into the region convolutional network. Finally, the classification score will be
taken as an output. The one-stage detectors are considered to be more robust.

YOLO falls in the category of a one-stage detector. The main architecture behind
YOLO is convolutional neural networks that help with computer vision tasks. YOLO [37]
is faster and more accurate compared to the rest of the object detection techniques like
R-CNN, etc. YOLO was developed to overcome the computational complexity problems
associated with other object detection techniques. It performs detection and classification
of the object in one step, therefore it is called You Only Look Once (YOLO) [38]. It can
compute the bounding boxes and probabilities of the classes simultaneously. YOLO splits
the image into grid blocks and detects the objects of interest while two-stage detectors
use the proposal approach for recognizing the objects. It shows the bounding box, class
score, and object score as the result of the output of the model. YOLO can detect various
objects with single inference. There are different versions of the YOLO model, i.e., YOLOv1,
YOLOv2, YOLOv3, YOLOv4, and YOLOv5. YOLOv2 [37] was proposed to enhance
detection efficiency by introducing a batch normalization process. It uses Darknet-19.
Although YOLOv2 showed good results compared to YOLOv1, however for small object
detection its accuracy was low. Thus, YOLOv3 [39] came into the picture, which uses a
variant of Darknet architecture, residual block, skip connections, and upsampling. These
new features enable it to detect objects of different sizes and scales, empowering it to track
small objects as well. Furthermore, YOLOv4 [40] was proposed, aiming to get high accuracy
and speed. It uses Cross Stage Partial Network (CSPDarknet-53) and other novel methods
like spatial pyramid pooling (SPP) and path aggregation (PAN).

In May 2020, YOLOv5 [41] was proposed by Ultralytics LLC whic is situated in
Clarksburg, MD 20871, USA, which is the latest version of the YOLO family with 140 FPS
and a size of 27 MB. It is 90% smaller and 180% faster than YOLOv4. YOLOv5 is lighter and
faster compared to the previous versions. For the real-time detection of objects, YOLOv5
is very suitable with a high inference speed. It possesses several properties of previous
versions. For example, it uses Spatial pyramid Pooling Network (SPP-NET), which was
used in YOLOv4. The Common Object in Context (COCO) dataset was used to train
YOLOv5. It was developed by using the Pytorch framework, however, the previous
versions were developed in the Darknet framework. Furthermore, YOLOv5 has four
versions, namely YOLOv5s, YOLOv5m, YOLOv5l, and YOLOv5x. These four versions
have different architectures. Moreover, the convolutional kernel and feature extraction
modules are also different. The architecture of YOLOv5 consists of three modules, namely
the backbone network, neck network, and detect the network, as shown in Figure 5. The
backbone module extracts the feature information from the input images while the neck
network combines all those feature information extracted by the backbone network, and it
creates three scales of feature maps. Lastly, the objects in the images are detected by the
detect part of the architecture. Three important factors make YOLOv5 conspicuous among
other object detectors. First, YOLOv5 fuses cross-stage partial network (CSPNet) [42] into
Darknet and resolves the repeated gradient information issue.
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Consequently, it reduces the FLOPS (floating-point operations per second) and param-
eters, thus increasing the accuracy and inference speed of the model. Furthermore, it also
reduces the size of the model. Secondly, a path aggregation network (PANet) [43] has been
applied in YOLOv5, which helps improve the propagation of low-level features. Thirdly,
the YOLOv5 head has a multi-scale ability that produces three different sizes of feature
maps, and it can detect objects of any size, i.e., small, medium, and large.

3.4. Experimental Environment

The data analysis, data pre-processing, and all the experiments were conducted using
a 64-bit Windows operating system with Intel(R) Core (TM) i7-7700 CPU @ 2.60 GHz,
3.60 GHz processor, and 32 GB installed Random Access Memory (RAM),manufactured
by intel and sourced from Gimhae, Korea. For the experiment and training of the models,
Google Colab was used. Python language (Version 3.8), Open-Source Computer Vision
Library OpenCV, Tensorflow (Version 2.8), Pytorch, Keras (Version 2.8), and Scikit-learn
libraries were also used in this experiment.

3.5. Performance Measurement

To evaluate the model, we used different performance measure metrics, i.e., precision,
recall, F1 score, and mean average precision (mAP). The object detection models are
commonly evaluated by using these performance measure metrics. The mean average
precision (mAP) gives the score by comparing the ground-truth bounding box to the
detected box of the object in the image.

Precision =
TP

TP + FP
, (1)

Recall =
TP

TP + FN
, (2)
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F1 score =
2 × (Precision × Recall)

Precision + Recall
, (3)

mAP =
1
N

i=1

∑
N

APi, (4)

where TP represents true positive, TN denotes true negative, FP is false positive, and FN
denotes false negative. Precision gives the true positive values out of all positive predictions.
In object detection tasks it is calculated using the threshold value of intersection over Union
(IOU). Recall calculates how well the model can recognize the true positive out of all
the predictions, i.e., true positive values and false negative values. F1 score shows the
composition means of precision and recall, and its values lie between 0 and 1.

4. Results and Discussion

In this section, we elaborated the experimental details of this research. We applied
three one-stage object detection models, namely, YOLOv3, YOLOv4, and YOLOv5. The
models could detect all four algae classes with good precision.

4.1. Training the Models

The dataset consists of 3200 microscopic images after performing the data augmenta-
tion technique of 4 algae classes and it was split into 80% training and 20% testing sets. All
the three object detectors were trained on the training dataset and the training specifications
have been shown in Table 1. The YOLOv3 and YOLOv4 were trained on 80% of the total
dataset with 100 epochs and a batch size of 32. The Adam optimizer was used, and the
learning rate is set to be 0.01

Table 1. Specification of object detection models.

Model Train Test Epoch Batch Size LR Optimizer

YOLOv3 80% 20% 100 32 0.01 Adam
YOLOv4 80% 20% 100 32 0.01 Adam
YOLOv5 80% 20% 100 16 0.01 SGD

Since YOLOv5 is the latest and most robust object detection model, our focus was
thus YOLOv5. Moreover, our experimental results also revealed the robustness and high
performance of this object detector. The YOLOv5 was trained on 80% of the total dataset
with 100 epochs. Stochastic gradient descent (SGD) optimizer was used, and the batch size
was set to 16. Furthermore, the learning rate was set to 0.01. After the completion of model
training, the weights of the model were saved, and the model was evaluated on the test
dataset. The model could recognize the four types of algae species with correct labels for
each class and their probability belonging to a particular class.

4.2. Models Evaluation

The models were evaluated by analysing different performance measure metrics
for example precision, recall, mAP, confusion matrix, etc. The confusion matrix is the
tabular representation and the overall summary of the YOLOv5 model performance has
been shown in Figure 6. It is a two-dimensional matrix that shows actual class and
predicted class, respectively. It provides a better and deeper instinct regarding the overall
performance of the model. The diagonal values represent the right prediction of true values,
as shown in Figure 6. The recall, precision, F1 score, and mAP are calculated based on
confusion metrics. The experimental results revealed that the YOLOv5 outperformed the
other models. The evaluation indicators of each model are shown in Table 2. The overall
performance of YOLOv3, YOLOv4, and YOLOv5 is good in terms of precision, recall, F1
score, and mAP. The mAP of YOLOv3, YOLOv4, and YOLOv5 is 75.3%, 83.0%, and 90.1%,
respectively. This shows that the performance of YOLOv5 is high and more accurate.
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Table 2. Evaluation indicators of the models.

Model Precision Recall F1 score mAP

YOLOv3 77.0% 84.40% 80.47% 75.3%
YOLOv4 88.0% 69.0% 77.35% 83.0%
YOLOv5 88.0% 85.0% 86.5% 90.1%

Each model is tested with a separate dataset and the test result of YOLOv5 is shown
in Figure 7. It shows the result of YOLOv5 and the performance of the trained model with
mAP against each image.
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4.3. Discussion for the Algae Detection

In this study, three object detection models have been employed for the detection
of four different species of algae, namely Cosmarium, Closterium, Scenedesmus, and
Spirogyra. The harmful algae blooms in freshwater may pollute the fresh water and
badly affect marine life. Furthermore, they make the water contaminated, toxic, and unfit
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for drinking. In order to monitor the water quality, an automated monitoring system is
indispensable. Thanks to the latest technology, like artificial intelligence and computer
vision techniques, we can monitor the quality of water by detecting the algae blooms
in water pools and other water storage. Researchers have used deep learning-based
techniques, for example, CNN, R-CNN, Fast R-CNN, Faster R-CNN, and YOLO family-
based object detectors for detecting different kinds of objects. Since these object detectors
have high performance for detecting the object, we therefore used YOLO for the detection of
four types of algae. For this purpose, we first collected the algae data, and to preprocess the
data we used three YOLO family object detectors, namely YOLOv3, YOLOv4, and YOLOv5.

We conducted comparative analysis of our study with other state-of-art models, as
shown in Table 3.

Table 3. Comparative analysis of our approach with other research works based on the state-of-the art.

Method Model Precision Recall F1 score mAP

Park et.al [14] YOLOv3 80% - - 81.0

Park et.al [15]

YOLOv3 - - - 40.9
YOLOv3 Tiny - - - 88.8

YOLOv4 - - - 84.4
YOLOv4 Tiny - - - 89.8

Our approach
YOLOv3 77.0% 84.40% 80.47% 75.3
YOLOv4 88.0% 69.0% 77.35% 83.0
YOLOv5 88.0% 85.0% 86.5% 90.1

Table 3 shows that among all the models, the performance of YOLOv5 is high and
the mean average precision (mAp) score is 90.1. We have used DC-GAN based generated
data to train our model, so we can say that its performance is better than the mentioned
state-of-art model.

The main objective of this study is to develop a deep learning-based automatic de-
tection and classification model to detect and classify the microscopic image of HAB. The
YOLO-based models were used in this paper to classify the four various classes of algae
species: (1) Cosmarium, (2) Closterium, (3) Scenedesmus, (4) Spirogyra. The performance
of the YOLO family shows that the YOLOv5 is performing very well on the test dataset, as
shown in Figure 7.

5. Conclusions

In this paper, we presented three state-of-the-art object detection models, namely
YOLOv3, YOLOv4, and YOLOv5 for the detection of four classes of algae, i.e., Cosmarium,
Scenedesmus, Closterium, and Spirogyra. These models are popular and mostly used for
real-time object detection purposes because these object detectors are robust and have high
accuracy. Among the three object detectors, YOLOv5 outperformed other models with high
inference and accuracy. Our research work can be summarized as follows: first, we collected
400 microscopic images of each class belonging to 4 Algae species. Second, we applied
preprocessing techniques to our custom dataset so that object detection models can be
trained using the preprocessed data. We used DC-GAN, an advanced version of Generative
adversarial networks (GAN) for the generation of new images from the original images. As
a result of DC-GAN, we generated 3200 images. Third, we trained the YOLOv3, YOLOv4,
and YOLOv5. We performed hyperparameter tuning of the models to get the optimal
performance of the model. Lastly, we evaluated the models while testing the models with
the testing dataset. The evaluation results revealed that YOLOv5 outperformed the other
two object detection models and showed good performance.

We have proposed a novel model for the detection and classification of algae species
by merging the two approaches, i.e., DC-GAN and real time object detection algorithm
(YOLOv5). This model is robust and efficient for detecting and classifying the algae species
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in real time environment. The architecture of this model is not too complex, which helps to
detect the objects within seconds.

YOLOv5 has a wide range of advantages over the conventional object detectors
and is suitable for real-time object detection. Furthermore, our experimental results also
proved the potential of this model in terms of high accuracy and inference time for the
detection of algae, therefore this model can be deployed for accurate and rapid detection
and classification of algal species in a real-time environment. The presented model could
classify the four algal species with 88.0 precision and 85.0 recall. Thus, this model can be
used for the early warning and real-time monitoring of HAB in water.

Based on accuracy, it is stated that YOLOv5 is suitable for automatic detection and
identification of micro algal plants. This technique may be put into tiny drones or air
crafts to detect algal blooms (algae colonies) in real time environment. Because algae are
microorganisms, drones can only identify colonies for detection and classification of each
micro algae. We may utilize microcontrollers and attach a camera to it, then integrate the
camera with a microscope to detect and identify micro algae in real time. Even though this
system was trained on an algae dataset with only four classes, it could only classify and
identify these classes. Furthermore, the accuracy of the model can be increased by adding a
greater number of real-world pictures. In the future, we may be able to apply new models,
such as RetinaNet, by modifying the model architecture for more precision.
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