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Abstract: The main purpose of this article is to give a general idea of the scientific activity that was
carried out starting from the 2000s on the basis of the data collected in the plots installed at the
Sparacia experimental station for soil erosion measurement in Sicily, South Italy. The paper includes
a presentation of the experimental site, a description of the methods and procedures for measuring
soil erosion processes both available in the literature and applied at the Sparacia station (sediment
sampling and water level reading in the storage tanks for total erosion measurements; profilometer,
and Structure from Motion technique for rill erosion measurements), and the main results obtained
in the monitoring period in the experimental site. The latter concern the effects of plot size and
steepness on soil loss, the measurement variability, the frequency analysis of soil loss, the rill erosion
characterization, and the comparison between rill and interrill erosion rates. Each of these topics is
addressed with multi-temporal analyses performed with increasing size of the available database,
which allowed to draw robust conclusions. Soil loss did not vary appreciably with plot length in
contrast with the assumption made in the USLE/RUSLE. The variability of the measurements of soil
loss, runoff volume, and sediment concentration at the event scale in replicated plots decreased as
the mean measured value increased. The normalized event soil loss was distributed according to a
two-component distribution. A power relationship between rill volumes and lengths was
established. The measurements also confirmed the morphological similarity between the channels
of the rills and ephemeral gullies described by a power dimensionless relationship. Rill erodibility
of the sampled clay soil varied over time, maintaining relatively low values. Finally, rill erosion was
dominant relative to interrill erosion, and a more efficient sediment transport system through the
rill network occurred as plot steepness increased.

Keywords: soil loss; plot measurements; interrill; rill; physical model concept; StM technique

1. Introduction

In the research field of water soil erosion, the measurement of a representative
variable of the phenomenon (e.g., plot soil loss, basin sediment yield) and its controlling
factors (e.g., rainfall energetic characteristics, soil grain size distribution) allows for
directly evaluating the magnitude of the phenomenon in the area of interest, extending
and improving the knowledge of the erosive processes, and establishing the effectiveness
of soil conservation practices. Moreover, the simulation of the erosive phenomenon by
mathematical models needs measurement of the parameters and/or variables included in
the equations used to describe the different subprocesses. The measurements are also
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necessary to calibrate and validate the models through the comparison between the
estimated and measured values of the variable expressive of the erosive phenomenon.

Laboratory erosion research can be carried out in highly controlled experimental
conditions and is ideal for fast and repeatable experiments, but it usually requires using
scale models and disturbed soil samples whose representativeness of field conditions is
rather uncertain. Instead, field erosion research allows for gaining data at the proper scale
and with undisturbed soils. Moreover, field data are generally representative of the
climatic, soil, morphologic, and land use characteristics of the sampled site. However,
these types of data are less accurate than the laboratory ones due to the practical problems
of experimental field activities. In addition, to obtain representative data of average or
extreme conditions for the sampled site, a multiyear monitoring period is needed, with
noticeable costs and practical problems.

This paper summarizes the scientific activity that has been going on for more than
twenty years in the Sparacia experimental station for soil erosion measurement in Sicily,
South Italy. The Sparacia station of the Department of Agricultural, Food, and Forest
Sciences—Palermo University is located approximately 100 km south of Palermo. The
climate is of Mediterranean semiarid type with an average annual rainfall of 700 mm. The
soil is a Vertic Xerocrept and has a clay texture (62% clay, 33% silt, and 5% sand) and
negligible gravel content. The experimental station includes 20 plots with different lengths
A, widths wi, and slope steepness s. Six plots of 22 m x 8 m (A x wi), two plots of 33 m x 8
m, two plots of 44 m x 8 m, two plots of 11 m x 4 m, two plots of 11 m x 2 m and two plots
of 22 m x 2 m are installed on a 14.9% slope (Figure 1a), where a recording rain gauge
operates with a 1 min resolution. Two plots of 22 m x 6 m are established on a 22% slope,
and two plots of 22 m x 6 m are established on a 26% slope (Figure 1b). Rainfall data are
measured with a recording rain gauge located near the four plots at 1 min intervals. The
oldest plots (four plots of 22 m x 8 m) were constructed in 1999, whereas the most recent
plots (two plots of 22 m x 2 m) were constructed in 2007. Plots are maintained in cultivated
fallow, with up and downhill tillage, by a power cultivator. Tillage is conducted 3—4 times
per year when the soil is relatively dry.
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Figure 1. Plan and view of the experimental plots installed on the (a) 14.9% slope and (b) 22% and
26% slopes (modified from [1]).
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Runoff and associated sediments are intercepted by a gutter placed at the lower end
of each plot and collected into a storage system consisting of tanks of known geometric
characteristics that are arranged in series (Figure 2a). Total runoff and soil loss are
measured after each erosive event (i.e., an event producing measurable runoff and
sediment) or after a sequence of events if they are separated by a short time interval.
Microplots of 0.25 m x 0.25 m and 0.40 m x 0.40 m were also installed on the 14.9 and 22%
slopes, and two experimental basins of 3.67 ha and 30 ha are also located in the
experimental area. The present paper focuses only on the soil erosion measurement at the
plot scale. These measurements allowed parameterizing and validating Universal Soil
Loss Equation (USLE)-based models for estimating event soil loss where the runoff
coefficient is included in the erosivity factor [2,3]. Among these models, the so-called
USLE-MM was developed through main steps starting from 2008 [4], while the USLE-MB
[5] was proposed more recently and resulted in similar estimate performances as the
former.

The paper reports both the methods to measure rill, interrill erosion, and total, i.e.,
rill + interrill, erosion at the Sparacia station and the main results concerning the effects of
plot size and steepness on soil loss, the measurement variability, the frequency analysis
of soil loss, the rill erosion characterization, and the comparison between rill and interrill
erosion rates. A section concerning a review on soil loss measurement is first presented.
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Figure 2. View of the (a) storage tanks and (b) concentration profile (modified from [6]).

2. A Brief Summary on Soil Loss Measurement in the Literature

The spatial scale at which the measurement is performed (splash cup, microplot, plot,
hillslope, or watershed) and the applied measurement technique have to be chosen in the
light of the considered erosion subprocesses (e.g., impact, interrill, rill, and gully). Field
plots with different sizes and steepness are often used to measure interrill and rill erosion.
Microplots, with a small surface area varying approximately between 0.04 m? and 10 m?
[6,7], are used to measure interrill erosion because rill development is not usual. Plots
approximately 10-200 m long and 2-50 m wide [8] can be used to measure total, i.e., rill +
interrill, erosion. Soil erosion and runoff were recognized to be dependent on the spatial
scale [9,10], which makes questionable upscaling of plot erosion measurement to the basin
scale. This scale dependency is attributed to spatial variability in infiltration, temporal
variations in rainfall intensity during a storm event, hillslope sediment sinks, and
sediment delivery along flow paths within a basin [11] that are not generally represented
at the plot scale. As a result, measured erosion rates per unit area are higher on the plot
than on the basin scale. On the other hand, larger plots allow for a better representation
of the hydrological and erosive response of a given ecosystem [9,12], and a plot length of
20 m is sufficient to determine runoff and sediment export rates representative of a basin
[13].
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The measurement of the total soil loss from the experimental plots is performed
either by collecting a portion of the total surface runoff coming from a conveyance system
(e.g., H-flume or pipe) [14] in a sampling unit or the whole runoff inside a storage system.
In the former case, once calibrated in the field, the sampling unit directly allows for
measuring runoff volume and sediment concentration (e.g., Coshocton wheel [15], Fagna-
type unit [16]) or storing runoff and sediments for large runoff events (multislot divisors
[8,17]). In the second case, the water—-sediment mixture is usually collected into tanks of
known geometry, and its volume is determined by measuring the water depth. The plot
soil loss is equal to the sediment mean concentration by volume. Sediment concentration
can be measured by either catching the whole sediment amount after siphoning the
supernatant-cleared water or collecting a sample of the mixed suspension [18]. The good
accuracy of the first technique is paid by the necessity to remove high mud volumes to
oven-dry in the laboratory, which makes this technique more and more cumbersome and
time-consuming as stored runoff and plots” number and size increase. In order to obtain
reliable soil loss measurements by the second technique, the sample has to be
representative of the whole suspension; that is, the sampled suspended sediment
concentration has to be equal to the actual one. This occurs in the case of homogeneity of
the suspension, i.e., when the sample concentration in any measurement point of the tank
is equal to the actual concentration. This occurrence can be hindered by the incomplete
mixing of the suspension [6,19].

For instance, Lang [20] detected that sampling with a bottle at the bottom of the tank,
where the soil-water mixture was vigorously agitated to suspend sediment, determined
underestimations of sediment concentration ranging from —17 to =74%. Zobisch et al. [21]
measured total soil loss by adding the suspended sediment stored in a large tank and the
sediment settled in a smaller metal bucket placed within the tank. The suspension was
stirred, and its concentration was determined on a sample taken by an immersed
laboratory beaker. The dry weight of the total settled sediments was also determined.
Zobisch et al. [21] verified a poor accuracy of soil loss measurement and its strong
dependence on the field workers, which negatively affected the repeatability of the
sampling procedure. They concluded that the differences were due to the level of mixing
thoroughness of the suspended sediment and the timing and plunging depth of the
sample beaker. The sampling procedure of Ciesiolka et al. [22] consisted of stirring the
mixture in the tank and taking samples simultaneously at three depths. The average of
three sediment concentrations was used as a representative value for the entire depth of
the mixture. The measured sediment concentration systematically underestimated the
actual one. The authors proposed an equation based on settling theory to remove the error
due to the delay time between stirring and sampling, which reduced the underestimation
to values generally ranging from —66 to -6%. The residual underestimation could be due
to other sources of error, such as a not uniform sediment distribution within the tank and
the sampling technique. A cylindrical sampler was used by Nikkami [23] after stirring the
suspension in the storage tank to withdraw a column of suspension, and the results were
compared with those obtained by bottle and pipette samplings. The latter underestimated
the actual sediment concentration and were unreliable, while the measurements by the
cylindrical sampler were affected by errors ranging from —18 to —4%. A similar sampling
cylinder with a closing valve at the bottom was proposed by Carollo et al. [24] (Figure 3)
and tested to be applied for soil loss measurement at the Sparacia experimental area. The
details regarding the cylinder and the applied sampling procedure are reported below.
Bagarello and Ferro [19], Bagarello et al. [6], and Todisco et al. [25] evaluated factors
affecting the measured sediment concentration and derived calibration curves for the
sediment storage tanks at the Sparacia and Masse (Umbria, central Italy) stations. The
experimental stations are characterized by the same type of plots, runoff storage system,
and different soils.
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Figure 3. View of the sampler (modified from [24]).

3. Measurement of Total Erosion at Sparacia
3.1. Measurement Methods

The total weight of the solid particles in the suspension collected into each tank is
calculated as mean concentration by volume. The latter is easily determined by the water
level reading. In order to measure mean concentration, two different procedures were
applied over the monitoring period. By using the former procedure, after mixing the
suspension for a given time, the sediment is sampled from 10 taps deployed along the
middle vertical of the tank wall to determine the sediment concentration profile and, by
integration, the mean concentration (Figure 2b). The samples are oven-dried at 105 °C for
48 h, and both the sediment weight and the associated water volume are determined. The
measured mean sediment concentration differs from the actual concentration C. as the
sampling procedure determines an incomplete mixing condition, and sedimentation
phenomena occur over the sampling time [19,20,25]. The measured mean concentration is
then converted into the actual concentration using the calibration curve of the storage
system [6,19]. According to the calibration curve, the actual concentration is equal to four-
fold the measured mean concentration. When considering the high number of equipped
plots in the experimental area, the above procedure was highly time-consuming for both
the field sampling phase and the oven-drying one in the laboratory. Therefore, since
September 2013, a quick sampling procedure using an efficient sampler has been applied
[24]. The sampler is a brass cylinder with a height of 120 cm and an inner diameter of 4.75
cm. It is equipped with a closing valve “guillotine’ fitted with a sealing gasket (Figure 3).
The valve is controlled from above using a knob joined to a drive pin. The sampler allows
the extraction of a whole column, i.e., bounded by the free surface and the tank bottom of
the suspension. The sampling procedure adopted in the field is based on the analysis of
laboratory measurements performed by Carollo et al. [24]. Specifically, this analysis
allowed us to establish that the mean value of the measured concentration in different
verticals can be considered equal to the actual concentration, i.e., this sampling procedure
does not need a calibration curve of the storage system, and that five samples are sufficient
to obtain a relatively low margin of error. The margin of error decreases sharply as the
actual concentration increases.

3.2. Experimental Results
3.2.1. Effects of Plot Size and Steepness

Plot size is expected to affect soil loss due to spatial variability in infiltration, the
potential for sediment to be trapped by roughness components and other sinks, and
changes in erosion rates and processes with increasing amounts of runoff [26,27].

Bagarello and Ferro [28] selected 19 events monitored during the period November
1999-October 2008 to assess the effects of plot length, A, on event soil loss per unit plot
area A, runoff volume per unit plot area V., and sediment concentration C.. The most
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frequent results were that soil loss did not vary significantly with A, runoff decreased as
plot length increased, and sediment concentration generally did not vary significantly
with A. Therefore, shortening the plot length was not an effective practice to control event
soil loss for the Sparacia area. The analysis of the measurements of the interrill and rill
erosion components available for two events supported the idea that shortening A
produces a moderate decrease in rill erosion rates but also an appreciable increase in
interrill erosion rates and that shortening A becomes effective when rill erosion is
dominant (A > 3344 m) (Figure 4). Bagarello et al. [29] investigated the plot width and
length effects on Ae, Ve, and C. by using data collected on plots differing in width (2-8 m)
and length (11-22 m). A reduced data set in terms of plot length was considered to
compare the results with those available at the Masse station [25]. Plot width did not have
a statistically significant effect on long-term mean values of runoff, soil loss, and sediment
concentration, while the plot width effects at the event temporal scale varied from
negligible to significant for low erosivity events and tended to vanish for highly erosive
events. Plot length did not have a statistically significant effect on mean runoff, soil loss,
and sediment concentration. Moreover, in this case, for low erosivity events, the plot
length effect varied from negligible to significant, while it greatly decreased for highly
erosive events (Figure 5). Similar results were obtained for Masse station, characterized
by soil with a prevailing silt fraction. Accordingly, both long-term and severe storm-
related data collected on narrow and short plots are expected to be representative of wider
and longer plots. For low erosivity events, local soil conditions at the beginning of the
rainfall and more relevant measurement errors likely produced varying plot width and
length effects. For highly erosive events, the importance of local soil conditions and the
measurement error is reduced, and the effects of plot size on the measured variables
tended to vanish. The analysis of the measurements of the interrill and rill erosion
components available for an additional event to those analyzed by Bagarello and Ferro
[28] highlighted that shortening A increased total erosion since the rill erosion rate
decreased, but more deposition of sediment coming from the rill channels occurred within
the 22 m long plots relative to the 11 m long plots. In other words, rill interruption within
the plot, which prevents the sediment from contributing to total soil loss measured at the
plot outlet, was more frequent on the longer plot.
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Figure 4. Relationship of total, A, rill, and interrill soil loss vs. plot length, A, for the (a) 1 September
2005 event and (b) 28 June 2008 event (modified from [28]).
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Figure 5. Log of the ratio between soil losses, A., measured in the plots with length A =22 m and
plots with A =11 m vs. the erosivity index, R. (M] mm ha h?) (modified from [29]).

Bagarello et al. [30] established plot length and steepness effects on A., C., and the
event runoff coefficient Qr,, i.e., Ve per unit rainfall depth, using measurements collected
until February 2012. The database was developed by considering, for a given event, the
individual plots yielding a simultaneous measurement of both A. and V.. A total of 317
data were collected for the plots with A = 11, 22, 33, and 44 m and s = 14.9% were
considered for testing plot length effects. The selected events were those with the
simultaneous functioning of at least a plot for each length to obtain reasonably
homogeneous and comparable data. The 278 data collected for the 22 m long plots with s
=14.9, 22, and 26% were considered for testing plot steepness effects. The selected events
were characterized by the simultaneous functioning of at least a plot for each steepness
value. The mean and median values of the erosive and hydrological variables, which were
expressive of the long-term average responses, confirmed that, generally, A. did not vary
appreciably with A because the decrease in runoff coefficient was offset by an increase in
sediment concentration (Figure 6). Therefore, how the physical erosion process occurred
at the sampled site was not consistent with the assumption made in the USLE/RUSLE that
soil loss per unit area increases with plot length. The authors verified that the short
duration of individual rain showers, which determines a flow discontinuity along the
hillslope [31], can favor the occurrence of more noticeable sediment deposition on longer
plots, determining practically constant A. values on plots differing in length. The
moderately increasing relationship of C. against A was attributed to the advanced
sediment transport efficiency on the longest plots, where concentrated flow, which
notoriously has a higher capacity to transport sediment as compared to the overland flow,
is expected to be more pronounced.
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Figure 6. Plot length, A, effect on event (a) soil loss per unit area, Ae, (b) runoff coefficient, Qr., and
(c) sediment concentration, C., for the plots with slope steepness s = 14.9% (modified from [30]).

Moreover, for the event of October 2011, for A varying from 22 to 44 m A. decreased
because of increasing rill erosion rates and increasing deposition phenomena in the
interrill areas. These behaviors agree with the preceding ones obtained by Bagarello and
Ferro [28] and Bagarello et al. [29] with reduced databases.

Slope steepness s had a positive effect on A. because of a runoff coefficient Qr. that
did not vary appreciably with s and a sediment concentration C. increasing with s (Figure
7). The detected steepness effects were well reproduced by the relationships used in the
USLE/RUSLE models to predict the slope steepness factor. The availability of the rill and
interrill erosion rates for three sampled events on 14.9 and 22% sloped plots (A =22 m) did
not reveal clear slope effects on the rill, interrill, and total soil loss rates.

Bagarello and Ferro [32] checked plot-scale effects on hydrological and erosion
variables using a larger dataset as compared with that considered by Bagarello et al. [30].
Similar information on the scale effects was obtained with four different scenarios
combining dependent variables, i.e., individual values of A, V¢, and C. for each plot or the
mean of their replicated values, and scale indicators, i.e., plot length, A, or plot area, A.
Following Chen et al. [33], Bagarello and Ferro [32] checked scale effects using common
regression analysis techniques to fit a power relationship of A., V., and C. against A or the
plot area A to the data. The power exponent, b1, which is the scaling exponent, represented
a measure of the scale effect on the considered variable. Statistically significant
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relationships were detected for a minor part of the sampled events, regardless of the
considered variables and scenarios (19-43%).
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Figure 7. Plot steepness, s, effect on event (a) soil loss per unit area, A, (b) runoff coefficient, Qr,,
and (c) sediment concentration, C., for the 22 m long plots (modified from [30]).

Therefore, the lack of any scaling effect was the most common result while, when
scale effects were detected, runoff always decreased, sediment concentration generally
increased, and soil loss per unit area most frequently decreased in longer or larger plots.
For the scenario with the largest number of scale effects, i.e., individual values of the
considered variable against plot length, further analysis confirmed that lack of scale
effects was the prevailing result and, when scale effects were detected, runoff decreased,
sediment concentration generally increased, and soil loss per unit area generally
decreased with A. For the latter two variables, scale effects were highly dependent on the
event (high variability of b1 with the event), while they showed a reduced variability with
the event for runoff (reduced variability of b1 with the event). Rainfall characteristics were
not able to discriminate between significant and nonsignificant scale effects. For events
with a significant correlation, for the V. — A relationship, the exponent b1 became less
negative with an increase in both rainfall amount and erosivity. In other words, scale
effects for runoff were less evident when heavy rainfall occurred. The rainfall
characteristics were not able to describe b1 variations for C. and A..
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An alternative approach was finally developed for testing scale effects with reference
to the whole historical sequences of events, regardless of the single events. A statistical
check was performed to establish if the probability distribution of A. for A=11 m was able
to reproduce the empirical frequency distribution of A. for A =44 m and vice versa. The
discrepancy between the probability and frequency distributions indicated the occurrence
of scale effects.

3.2.2. Measurement Variability and Physical Model Concept

Soil loss measurements are affected by a measurement variability due to the applied
measurement technique [19] and a natural variability [34] that produces an unexplained
variance of runoff and soil loss measurements in identical plots subjected to the same
rainfall events. As a consequence of the natural variability, the single or few plot
measurements are not coincident with the expected mean value for a particular treatment.

The information derived by Bagarello and Ferro [35] from measurements collected in
the period 2000-2001 on 8 m x 22 m plots suggested that the coefficient of variation CV of
A. decreases as the mean measured value increases. Then, Bagarello et al. [36], by using 5
years of data from plots differing in length, highlighted that the variability of both runoff
and soil loss measurements decreases as the mean value increases. This trend was
detected above a threshold mean value of 3 mm for V. and 0.1 t ha! for A, while a
relatively low variability was generally detected for mean values lower than the threshold
one. The analysis of the events that occurred until October 2008 [28] on 8 m x 22 m plots,
jointly with the literature plot measurements, clarified that the relative variability of soil
loss, runoff volume, and sediment concentration decreased as the mean measured value
increased all over the experimental range. This analysis also indicated that runoff and
sediment concentration were generally less variable than soil loss measurements and
allowed to obtain, for each variable, a decreasing CV vs. mean relationship useful to
estimate the optimum number of replicated plots for erosion studies [34,37], i.e., allowing
to determine a representative value of the variable for given experimental conditions.

The natural variability of plot soil erosion measurements raises the problem of their
usability to test the applicability of erosion prediction models, which is performed by
comparing the measurements to the model estimations for a given temporal interval.
Indeed, the difference between the measured and predicted value is due to both model
error and unexplained variance of the measurements. Nearing [38] suggested a method
for evaluating the performances of the model by accounting for the natural variability of
plot data. According to the author, the best possible model to predict the erosion from an
area of land is a physical model of the area that has similar soil type, land use, size, shape,
slope (i.e., a replicated plot), and erosive inputs. Nearing [39], using a large USA soil loss
database, suggested that the model prediction has to be considered acceptable if the
departure from the measured value lies within the population of differences between
pairs of measured values.

Bagarello and Ferro [40] tested the physical model concept by Nearing [39] using
erosion data collected on the 33 m and 44 m long plots and the 22 m long plots established
on 14.9%, 22%, and 26% slopes from November 1999 to April 2011. The relative difference,
Ruig, was calculated as follows [39]:

P-M
Ryirr = P M 1)

where P is the predicted value from the physical model and M is the measured value. In
order to define the physical model, differences in width between the plot and its replicate
were neglected. The highest measured values showed fewer relative differences between
replicates (Figure 8), in accordance with the results obtained by Nearing [39]. The Ruir data
falling within the empirically calculated 95% occurrence interval (Equation (3) in [39])
were equal to 88% of the total. When considering the relatively low discrepancy between
these percentages, the investigation supported the applicability of the analysis by Nearing
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[39] for model evaluations. Bagarello et al. [41] used bare plot soil loss data (November
1999-May 2012) from Sparacia and Masse experimental stations. A total of 819 A. values
were available, varying from 0.00012 to 21.7 kg m™2 The Italian (P, M) database was
compiled by considering four plot lengths (A =11, 22, 33, and 44 m), four slope steepness
values (s = 14.9, 16.0, 22.0, and 26.0%), and defining a physical model as a plot with the
same length and width to the sampled one.

22m, 14.9%
33m, 14.9%
44 m, 14.9%
= 22m, 22.0%
A 22m, 26.0%
L/95%
— U/95%
......... L/90%
......... U/90%

o e Xx

Ruifs
()

-0.5 4

-1
0.0001 0.01 1 100

Figure 8. Relative differences in measurements of soil loss between replicated plots, Ruif, vs. the
measured soil loss value, M, for all plots established at the Sparacia station and 90 and 95%
occurrence intervals for the data (L = lower limit; U = upper limit) calculated according to [39]
(modified from [40]).

Indeed, the preliminary linear regression analysis between the M and P values
suggested that the physical model has to be defined in terms of perfect planimetric
equivalence. The percentage of R values falling within the 95% occurrence interval
(Equation (3) in [39]) was equal to 88.9%, which was in line with the previous result by
Bagarello and Ferro [40]. However, Rui values decreasing with an increase in M, which is
the premise of the analysis by Nearing [39], were only detected for M > 1 kg m?, and the
corresponding Ruif values falling within the 95% occurrence interval were equal to only
85.1% of the total (Figure 9). Accordingly, a new applicative criterion of the physical
model concept was developed and expressed by the following relationship between the
absolute difference between the physical model prediction and measurement (Figure 10):

|P — M| = 0.356M°%%1 (2)

where R? = 0.72. For a given soil loss value (M), Equation (2) predicts the mean absolute
difference associated with the sampling of a replicated plot. A model prediction is
acceptable if the absolute difference with the measured soil loss is lower than or equal to
the value calculated by Equation (2).

The general objective of the investigation by Bagarello et al. [42] was to compare the
two applicative criteria of the physical model concept by Nearing [39] (original criterion)
and Bagarello et al. [41] (new criterion) through three soil erosion empirical models and
plot soil loss data from Sparacia. The criterion by Bagarello et al. [41], which was expressed
in terms of Ruifr to be directly comparable with that of Nearing [39], was analytically
demonstrated to be characterized by a greater selectivity. Indeed, the fraction of the
acceptable model predictions relative to the total varied from 29% for the former to 54%
for the latter.
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Figure 9. Relative differences in the measurement of soil loss between replicated plots, Ruif, vs. the
measured soil loss value, M, for all plots established at the Sparacia and Masse stations (modified
from [41]).

A less restrictive new criterion was developed by carrying out a frequency analysis
of all the data used to obtain Equation (2). In particular, the data were divided into half
log-cycle intervals, and within each division, the value associated with a frequency higher
than 0.5, which practically yields Equation (2), was determined. The power regression
equation between the values associated with a frequency F of 0.87 and M values (Figure
10) featured a similar selectivity level as that of the original criterion. Both the original and
new criteria accept predictions characterized by relative maximum errors that decrease as
M increases. For example, Equation (2) accepts predictions with a maximum error
decreasing from 80% to 27% as M increases from the minimum (0.00012 kg m=) to the
maximum (21.7 kg m2) value. Based on all available data, the models” accuracy ranking
depended on the evaluation criterion, while for the highest soil losses, both criteria gave
the same accuracy ranking. In order to increase the significance of the comparison
between the two criteria, they should be calibrated by merging the American and Italian
databases.
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Figure 10. Plot of the absolute difference in measurement of soil loss between replicated plots, | P -
M|, vs. the measured value, M, and of Equation (2), the regression line associated with a frequency
F =0.87 and the data enveloping line (modified from [42]).
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3.2.3. Statistical Analysis of Soil Loss Measurements

Field investigations (e.g., [43]) have clearly shown that rare and severe events control
total soil erosion over a long period. Consequently, soil conservation strategies should be
developed considering soil loss of a given return period rather than long-term average
erosion.

Bagarello et al. [44] developed a frequency analysis of relatively long-term (2000
2008) soil loss data collected in a high number of simultaneously operating plots and
microplots of different lengths (A =0.25, 0.4, 11, 22, 33, and 44 m) and slope of 14.9%. This
analysis allowed establishing both the theoretical distribution reproducing the frequency
distribution and the soil loss of a given return period. Each event’s soil loss value, A,
measured on a plot of given length A, was normalized using the mean soil loss, H(Ae),
calculated for that event and all the plots with the same length. Normalization allowed
assuming that the probability distribution P(x) of the variable x = Ae/u(Ae) is unique. For
both the microplots and plots, the frequency distributions of x were perfectly overlapping,
and thus P(x) was independent of both the scale length A and the temporal scale, which
were completely represented by the mean value, pi(Ae).

For a given plot length, the values (334 data) of the annual maximum event soil loss
were then extracted from the complete dataset (1403 data). As the x frequency
distributions for both the complete dataset and the annual maxima were overlapping, the
parameters of the probability distribution of the annual maximum soil loss and the
quantiles of a given return period were estimated using all available data. The empirical
frequency distribution of x was described by a two-component distribution (Figure 11),
with the two components discriminated by a return period of 25 years. The soil loss of a
given return period was estimated by multiplying the mean soil loss by a frequency factor
determined by fitting Gumbel’s distribution to the two components of the frequency
distribution.

12

0 2 4 6 8

X

Figure 11. Gumbel’s plot for the sequence of annual maximum soil losses (x = Ad/p(Ae), y = —In
In(1/F(x)) is the normalized Gumbel’s variable, ai and ui are the two parameters of Gumbel’s
distribution, modified from [44]).
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The subsequent study by Bagarello et al. [45] was conducted using soil loss
measurements from individual plots in the period from November 1999 to January 2009.
First, this study confirmed the results by Bagarello et al. [44] that the distribution of the
normalized soil loss does not vary with A, and the parameters of the probability
distribution of the annual maximum soil loss and the quantiles of a given return period
can be estimated using all available data. Then, the authors deduced that, according to the
USLE scheme applied at the event temporal scale, the soil loss of a given return period is
obtained by amplifying the mean soil loss for a sequence of events by a frequency factor
estimated with the frequency distribution of the rainfall erosivity index. The reliability of
this deduction was verified by the available measurements of rainfall erosivity index and
event soil loss for each considered plot length. Assuming that this result is also valid at
the annual temporal scale, an estimating criterion of the annual soil loss of a given return
period was developed. By this criterion, the probability distribution of the yearly rainfall
erosivity factor, which is available for the Sicilian region, can be used to design soil
conservation practices.

4. Measurement of Rill Erosion at Sparacia
4.1. Measurement Methods

Rill erosion measurements were firstly performed by the traditional direct method
and, more recently, applying an indirect technique (image-based) [46-60]. In the former
case [1,61-65], the rill channels were visually identified in the field and divided into
segments bounded by two measurement cross-sections with a varying distance interval
depending on the variability of rill depth, width, and appearance of tributaries along the
rill length (Figure 12). On average, this distance interval was equal to 2 m. In order to
measure the rill segment features, i.e.,, mean width w, maximum scour depth H, and cross-
section area o, a rillmeter [61] was used. The rill segment length L.s was measured by a
metric ruler. Specifically, the values of w, H, and o were set equal to the mean of the values
measured at the bounding sections, and the rill segment volume Vs was equal to o Lrs.
The plan-altimetric survey of the rill network was carried out using a total station, and the
segment slope was determined along the rill thalweg. The widely used direct method is
very simple, low-cost [66], and invasive as the operators tend to modify the surface of the
rilled area. In addition, it was time-consuming due to the high number of experimental
plots established at the Sparacia station.

‘.,‘.I'IIIIIIIIIII‘

Figure 12. View of the plot (a) before and (b) after rill network formation. Rill channels are
numbered from 1 to 10 (modified from [61]).

Advancements in automatic 3D-photo reconstruction techniques induced us to apply
the Structure from Motion (SfM) technique (image-based) to measure rill erosion using
low-altitude aerial [62,67] and terrestrial acquisition platforms [67]. Image-based
modeling creates a three-dimensional Digital Terrain Model (3D-DTM) using a set of
oblique photographs taken from the same rilled surface [68] with uncalibrated and non-
metric cameras, coupled with photogrammetric software packages, such as Photoscan
professional (Agisoft). Camera model parameters and scene geometry are simultaneously
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solved [69], using redundant information coming from oblique photographs. The
generated 3D point cloud has to be scaled and georeferenced using some ground control
points (GCPs) located within the monitored rilled area. Di Stefano et al. [67] deployed six
GCPs on the plot perimeter (Figure 13) and collected their (x, y, z) coordinates with a total
station. From the 3D point cloud, a 2.5D surface (i.e., Digital Elevation Model, DEM) and
the orthophoto were also generated. Unlike DEM, which represents the surface of the
rilled area from a vertical perspective, the 3D-DTM can also represent cross-section areas
with undercut walls [68] where different z-elevations can be associated with the same
couple of plane coordinates x—y. In this case, the DEM underestimates the area of the
cross-section and, therefore, the eroded rill volume [70]. However, the DEM is often used
for hydrological analyses, and it can be easily managed as it is a raster model.

[Jdeposition area
=== contributing rills
= non-contributing rills
E Groun Control Point (GCP)

Figure 13. View of the P3 plot (22 m x 6 m, s = 26%) with Ground Control Points (GCPs) numbered
from 1 to 6, contributing rills, non-contributing rills, and example of sediment deposition area
(modified from [67]).

In order to extract channel networks from DEM, Carollo et al. [62] applied both a
manual method, which consisted of tracing rills from the visual interpretation of
orthophotos, and an automatic procedure based on the theory of drop analysis by Broscoe
[71]. In the last case, drainage paths were identified by following the maximum slope
direction and by all of the cells of the DEM with a value of drainage area greater than an
established threshold. The value of this threshold was obtained by the drop analysis. By
using the hierarchical approach of Horton and Strahler, Broscoe [71] defined drop as the
height difference between the two points defining a channel from the source/confluence
to the confluence with another stream. According to Broscoe [71], the threshold value of
drainage area is that for which the drop mean values, calculated for each stream order,
are almost equal.

Di Stefano et al. [67] applied a method based on the combination of a drainage
algorithm and the convergence index CI, which is defined by the following relationship:
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where 7 is the number of kernel cells, and for each external cell i, 0: (°) is the angle between
the aspect of the cell and the direction of the vector joining the center of the cell and the
center of the kernel [72]. The convergence index ranges from —90° to 90°. Positive values
relate to divergent areas, negative values relate to convergent areas, and null values
represent areas without curvature as planar slopes. In order to determine cells that should
correspond to the rill channel, an objective threshold, beyond which the CI values could
be considered significantly different from a plane landform, was set equal to two times
the standard deviation, std, of CI [73]. When considering that only negative CI values
relate to convergent areas, significant flow convergence cells were characterized by CI <
-2 std. At the end of this step, the disconnected convergent areas were identified and
considered as rill features. In order to achieve the connection, the flow accumulation
algorithm was weighted with the threshold convergence grid following Thommeret et al.
[72]. Finally, a grid representing the rill thalweg was obtained. Rills detected by Di Stefano
et al. [67] were automatically separated into contributing rills, which were connected to
the network reaching the plot outlet and contributed to total soil loss measured at the plot
outlet and non-contributing rills, which were interrupted within the plot (Figure 13). Each
contributing rill was divided into segments, each of them bounded by two 0.25 m long
transects perpendicular to the rill thalweg and spaced 0.3 m apart, and Vs was calculated
as 0.3 o. The use of the SfM technique allowed for obtaining accurate rill erosion
measurements with rapid and not invasive field surveys but time-consuming image post-
processing.

For both direct and indirect measurement methods, the total rill volume V was
calculated by adding the volumes V+s, and converted into the weight of eroded soil by the
soil bulk density. The latter was experimentally determined on different dates by
collecting soil samples uniformly distributed on the erosion plots. Soil samples were taken
by cylindric samplers [74], with a diameter of 8 cm and a height of 5 cm, and oven-dried
at 105 °C for 48 h.

4.2. Experimental Results

In the monitoring period from September 2004 to February 2006, Bruno et al. [61]
carried out measurements on rills formed on a 22% sloping plot in five erosion events.
The authors verified the applicability of a power relationship between rill length L and rill
volume V; thereby, rill length can be employed to estimate the severity of the rilling
process. By applying the Il-theorem of the dimensional analysis and the incomplete self-
similarity hypothesis [75,76], they also proposed a power dimensionless relationship
among the rill morphological variables (length L:s, width w, depth H, and volume V). Di
Stefano and Ferro [63] pointed out that the scale parameter of the L-V relationship varies
with channel type (rills, Ephemeral Gullies (EGs), and gullies) while the exponent is
constant. Moreover, the authors verified that the above power dimensionless relationship
describes a morphological similarity between the channels of rills, EGs, and gullies.

The analysis of the rill cross-sections detected by Bruno et al. [61] along the channel
highlighted changes from the narrow and deep upstream sections to enlarged
downstream sections conserving the depth. In the terminal reach, the cross-section area
diminished because of a decreasing flow transport capacity due to rill slope reduction.

Di Stefano et al. [1] extended the available database, including measurements
collected in the year 2008 on all the plots established in the experimental area. The
availability of measurements carried out on different slopes (14.9, 22, and 26%) allowed
detection of the influence of the plot slope on rill width and depth. In particular, for a
given flow discharge and increasing slope values, the rills deepened and narrowed. Di



Water 2022, 14, 1881 17 of 26

Stefano et al. [1] validated the L-V (Figure 14) and the power dimensionless (Figure 15)
relationships previously calibrated by Di Stefano and Ferro [63].
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Figure 14. Relationship between the total length, L, and the total volume, V, for rills, EGs, and gullies

(modified from [1]).
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Figure 15. Relationship between the dimensionless groups wH/Ls? and Vis/Lrs* (modified from

(1]).

The reliability of these equations was further confirmed by Di Stefano et al. [64] using
rill measurements performed in the event of October 2011. In this case, the indirect survey
of the rill network was also conducted, for the first time at Sparacia, by an Unmanned
Aerial Vehicle (UAV). Rills tracks were derived from the visual interpretation of
orthophotos. For a single plot of 8 m x 44 m, Di Stefano et al. [64] compared the L-V pairs
and the two groups of the power dimensionless relationship detected both with the direct
and indirect measurement method and pointed out the consistency of the results obtained
with the two methods.

Di Stefano et al. [64] proposed a simplified method to estimate the rill erodibility
based on the simplifying assumptions concerning temporal variability of the bottom shear
stress and wetted perimeter and neglecting the effect of sediment load on flow
detachment. The application of the method requires only the knowledge of the geometric
characteristics of the rills at the end of the erosion event and the duration of the event and
gives a first approximation of the rill erodibility. Rill erodibility values were relatively low
compared to those reported on a global dataset regarding field plot experiments on
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agricultural soils [77]. This result agrees with the relatively low value of the USLE erodi-
bility factor for the Sparacia soil [78]. The rill erodibility variation between plots was neg-
ligible, and the plot erodibility was not stationary. The method was also validated by us-
ing the Water Erosion Prediction Project (WEPP) database for the condition ‘rainfall plus
flow addition at the head of each rill’, which showed that a reliable value of rill erodibility
could be obtained for 71 rills of 27 USA experimental sites [65].

For an 8 m x 44 m plot and the event of October 2011, Carollo et al. [62] compared the
rill cross-sections obtained by both the direct method (rillmeter) and DEM jointly with the
manual method to identify flow paths. By assuming the rillmeter measurements as a ref-
erence, the analysis showed that the indirect method provided lower values of depth and
higher values of surface width, resulting in a substantial invariance of the cross-section
area. The automatic extraction of the rill network by the drop analysis detected a higher
number of rills and longer compared to those detected by the manual method, highlight-
ing the difficulty of identifying rills in the downstream end of the plot from visual obser-
vation of the orthophoto. The measurements obtained with the automatic extraction of the
rills for three 22, 33, and 44 m long plots confirmed the applicability of the L-V (Figure 16)
and the power dimensionless (Figure 17) relationships, which were calibrated by Di
Stefano and Ferro [63] by measurements performed by rillmeter and a metric ruler. In
other words, the calibration coefficients of these equations were independent of the sur-
vey method.
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Figure 16. Comparison between the L-V power equation and the L-V pairs detected for the plots L
(44 m x 8 m), G (33 m x 8 m), and C (22 m x 8 m) using the automatic extraction of the rills (modified
from [62]).

Di Stefano et al. [67] applied the SfM technique with a terrestrial (TS) and a UAV
survey of rills formed on two 6 m x 22 m plots with the steepness of 22% and 26% during
a rainfall event in October 2016. In order to increase the density of the UAV point cloud,
for the 22% sloping plot, a further point cloud was built, merging all aerial photos and 40
terrestrial photos (UAV + TS survey). Rill network extraction was performed by the CI
method, and the drainage density, i.e., the total length of rills per unit plot area, and the
drainage frequency, i.e., the number of rill segments per unit plot area, were determined.
For each of the four combinations plot—rill type (i.e., contributing and not contributing) —
the highest values of drainage density (ranging from 0.74 to 1.45 m m2) and drainage
frequency (ranging from 0.25 to 0.85 m=) were measured by TS, denoting its better capa-
bility of detecting rills, which was consistent with the highest density of the 3D point
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cloud. In order to investigate the plot slope, s, effect on the morphometric parameters,
their mean values obtained by different surveys were used. The ratio between the contrib-
uting rill length and the total length was significantly higher for s = 26% (64%) than for s
=22% (45%). Moreover, for contributing rills, the available measurements and the litera-
ture data [79] indicated that the drainage density increases with plot steepness, whereas
an opposite trend occurs for non-contributing rills (Figure 18). Both the results showed an
increase in the connectivity degree and thus the efficiency of the sediment transport sys-
tem, with plot steepness.
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Figure 17. Comparison between the dimensionless power equation and the (wH/L:s, Vi.s/Lr:%) pairs
detected for the plots L (44 m x 8 m), G (33 m x 8 m), and C (22 m x 8 m) using the automatic
extraction of the rills (modified from [62]).
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Figure 18. Effect of plot steepness s on drainage density Dk for contributing and non-contributing
rills (modified from [67]).

A further analysis aimed to compare the amount of sediment stored in the tank with
the rill component due to contributing rills. When considering the former as a reference
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value (DM, Figure 19), soil loss measurement error by the 3D model was equal to 6% (TS)
and -6% (UAV) for the 26% sloping plot and equal to 13% (TS), -8% (UAV), and 10%
(UAV +T5S) for the 22% sloping plot (Figure 19). In any case, these errors were within the
margin of error of the reference value for a probability level of 5% [23], which was equal
to +10.4% for the 26% sloping plot (C.=390 g L), and equal to +13.1% for the 22% sloping
plot (C.=282 g L). Finally, this analysis confirmed the reliability of the SfM measurement

technique.
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Figure 19. Comparison among the plot soil loss values measured by the different survey methods
for the P3 (22 m x 6 m, s =26%) and P2 (22 m x 6 m, s = 22%) plots (modified from [67]).

5. Comparing Interrill and Rill Erosion

A first attempt to determine the relative importance of interrill and rill erosion on
total soil loss was carried out by Bagarello and Ferro [35] by using the data collected on
the 8 m x 22 m plots and square microplots of different lengths (0.2 and 0.4 m) and areas.
The study examined three events in the period of April-December 2000, for which soil
loss data were available for the three plot types. In the microplots, only interrill erosion
likely occurred while rills developed in the USLE-plots. For a given event, a mean value
of soil loss per unit area was determined by averaging the data collected in all operating
plots of a given surface area. For each event, soil loss decreased in the passage from the
smaller to the larger microplots. The straight line passing through the two data points
representative of the microplots was extrapolated to the USLE-plot area to estimate the
interrill soil erosion (Figure 20a). In this case, the rill component was obtained as the dif-
ference between total (rill + interrill) soil loss and the interrill component determined by
extrapolation of the straight line. In all events, interrill soil erosion was a minor or negli-
gible part of total soil erosion (0.1-7.1%). Methodological improvements, including the
use of other microplot sizes (1 x 1, 1 x 2, 1 m x 5 m), were applied by Di Stefano et al. [64].
Their analysis was carried out using all soil loss measurements by microplots and USLE-
plots established on the 14.9% slope simultaneously working for a given event in the pe-
riod 2000-2013. The data points corresponding to 1 m x 5 m microplots aligned with those
of other microplots in some events, whereas they were over the interrill line in other
events (Figure 20b,c). Therefore, a plot length equal to 5 m was sufficient for the occur-
rence of rill erosion processes, at least in some events. The data points representative of
the measurements carried out on USLE plots only aligned with those representatives of
the microplots for four events, indicating that only interrill erosion occurred. For most
events, rill erosion was dominant as it ranged from 70% to 99.9% of total soil erosion meas-
ured in the different plots. Moreover, the rill erosion rate was not dependent on the rain-
fall erosivity factor, as evaluated by the USLE approach, which varied from 42.7 M] mm
ha? hto 686.3 M] mm ha? h-.
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Figure 20. Relationship between mean soil loss, p(Ae), and plot area, A, for some selected events
(modified from (a) [35], and modified from (b,c) [64]).

The investigation by Bruno et al. [61] was conducted by measuring total soil loss and
the direct survey of the rill channels in a plot 6 m x 22 m with s =22% in the period Sep-
tember 2004-February 2006. For the five events for which a rill network developed, rill
erosion was equal, on average, to 69.5% of total soil loss, and interrill erosion ranged from
193 to 4183 g m2. For the five events for which rills were not visually detectable, interrill
erosion was assumed to be coincident with total soil loss and ranged from 10 to 96 g m=2.
The comparison between the interrill erosion rates for the two cases pointed out the inter-
action between rill and interrill processes. Indeed, the presence of a rill network promotes
the transport efficiency of the sediments coming from the interrill areas. These sediments
are transported by overland flow into the rill channels where the rill flow, which is char-
acterized by a higher velocity than the overland flow, can effectively transport them and
sediment particles detached from the rill wetted perimeter.

Di Stefano et al. [1] extended the investigation by Bruno et al. [61] by using the direct
surveys of the rill channels performed in all the plots but two of the experimental station
in the period 2004-2008 for a total of 41 plot-event combinations. The authors detected rill
erosion higher than total soil loss for almost one-half of combinations and attributed this
result to the occurrence of sediment delivery processes for the not contributing rills.
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Indeed, they calculated rill erosion from both contributing and not contributing rills, over-
estimating then the rill sediment that had reached the downstream tank. The occurrence
of sediment delivery processes could not be excluded even if rill erosion was less than
total soil loss. However, in this case, the rill erosion rates, calculated by neglecting possible
sediment delivery processes, ranged between 24% and 94% of the total soil loss, with a
mean value equal to 63%. As a general result, rill erosion was confirmed to be dominant
relative to interrill erosion.

For testing the reliability of the aforementioned method based on the extrapolation
of the interrill line, Di Stefano et al. [64] compared the rill erosion estimated by this method
and that obtained by the direct survey of the rills. This comparison was possible for a
single erosion event for which rill erosion was detected by the two methods. When as-
suming the direct measurement as a reference, the absolute error generally varied from
11% to 36%, indicating quite satisfactory reliability of the method based on the interrill
line.

6. Conclusions

Efficient management of a large experimental station for soil erosion measurement
needs the use of methods and procedures that can guarantee a rapid and accurate field
measurement. Currently, in the Sparacia plots, this is obtained by a quick sampling pro-
cedure using an efficient cylindrical sampler to measure total soil loss and by the Structure
from Motion technique to measure the rill component.

The main results that were obtained during the extended monitoring period can be
summarized by the following points:

¢  Thelong-term average soil loss per unit area generally did not vary appreciably with
the plot length because the decrease in runoff coefficient was offset by an increase in
sediment concentration. Moreover, the analysis at the event scale suggested that soil
loss per unit area most frequently decreased in longer plots. In any case, these results
were not consistent with the assumption made in the USLE/RUSLE model. On the
contrary, the long-term steepness effect was well reproduced by the predictive rela-
tionships of the USLE/RUSLE slope steepness factor;

. The relative variability of soil loss, runoff volume, and sediment concentration de-
creased as the mean measured value increased, and soil loss measurements were
generally more variable than runoff volume and sediment concentration. In order to
account for the natural variability of the soil loss measurements in the evaluation of
the predictive capability of the erosion models, a new applicative criterion of the
physical model concept was developed using measurements performed at the Spar-
acia and Masse experimental stations;

e In the sampled site, for a given plot length, the soil loss of a given return period can
be estimated by multiplying the mean soil loss by a frequency factor. The latter is
determined by fitting Gumbel’s distribution to the two components of the frequency
distribution of the normalized event soil loss;

e  The measurements of the rill volumes and lengths allowed us to verify the reliability
of a power relationship between the two variables. The measurements also confirmed
the morphological similarity between the channels of the rills and EGs described by
a power dimensionless relationship;

e Therill erodibility of the clay soil of Sparacia was estimated by a simplified method,
which was also validated by using the WEPP database. Rill erodibility varied over
time, maintaining relatively low values;

e  The reliability of the SfM technique to measure rill erosion was positively tested;

e  For the contributing rills, the drainage density increased, indicating a more efficient
sediment transport system as plot steepness increased;

e  Asa general result, rill erosion was dominant relative to interrill erosion.
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Further research could be developed to increase the reliability of the new applicative
criterion of the physical model concept, e.g., by using data from the American database,
while further soil loss measurements in the Sparacia station could be used to update the
frequency analysis.

Moreover, the dynamics of a rill network during a rainfall season could be investi-
gated. Rill channels are usually obliterated after each erosion event to re-establish plot
standard conditions, while for this purpose, rills would not be deleted. Multi-temporal
surveys, using the SfM technique, could allow for assessing the hydrological and erosive
responses of plots with pre-existing rills when rainfall event occurs.

Finally, future research activities could benefit from the upgrade of the experimental
site with an optical disdrometer to measure both the size and falling velocity of the
raindrops. These measurements allow for determining the rainfall kinetic energy. Consid-
ering that, for given plot characteristics (soil, steepness, size), variations in soil loss exclu-
sively depend on variations in rainfall characteristics, that is, according to the USLE-type
models, on variations in rainfall erosivity, the soil loss measurement is proportional to the
measurement of rainfall erosivity. Therefore, the comparison between soil loss measure-
ments with intensity and kinetic energy of the rainfall can permit verifying if the rainfall
erosivity is adequately represented by the current erosion models or if they need to be
improved.
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