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Abstract: However rare, dam breach occurrences are recently reported and associated with significant
damage to life and property. The rupture of the structural dam wall generates severe flow rates that
exceed spillway capacity consequently generating unprecedented flooding scenarios. The present
research aims to assess the influence of the dam breach statistical configuration on the most relevant
parameters to predict the rupture maximum discharge (RMD). McBreach© software was used to
provide the necessary inputs for the operation of the HEC-RAS dam breach module. McBreach©
automates the process of batch mode simulations providing a Monte Carlo approach to characterize
the breach parameters stochastically. Thus, a sensitivity analysis was performed to identify the
most influential breach parameters, followed by an uncertainty assessment regarding their statistical
definition of the resultant RMD. Analysis showed that the overtopping failure mode discharges
are most sensitive to the breach formation time (tf) parameter, followed by the final height breach
(Inv) and the final width of the breach (B), which combined are responsible for 85% of the rupture’s
maximum discharge. Further results indicated highly variable RMD magnitudes (up to 300%)
depending on the breach parameter’s statistical definition (i.e., probability density function and
associated statistical parameters). The latter significantly impacts the estimated flood risk associated
with the breach, the flood zone delimitation, preparation of emergency action plans (EAP) and scaling
of future dam projects. Consequently, there is a plausible need for additional investigations to reduce
this uncertainty and, therefore, the risk associated with it.

Keywords: dam breach; rupture maximum discharge; statistical definition

1. Introduction

Dams are used worldwide owing to their extensive contribution to the management
of water demand in cities, agriculture, industry, power generation, and flood management.
However, it is known that dams have a potential risk of failure [1]. A dam breach scenario
involves the rapid evacuation of enormous volumes of water and sediment, which are
associated with aggressive floods, economic losses, environmental damage, and the possible
loss of human life. An example of this occurred in 1975 in Henan, China, where a five-day
storm generated 1631 mm of rainfall that led to the overtopping of two large dams (Banqiao
and Shimandan), two medium dams (Tiangang and Zhugou), and 58 small dams. For the
Banqiao reservoir, a peak breach flow of 78,100 m3/s was reached, resulting in inundations
totaling 12,000 km2, a death toll of more than 26,000, and economic losses exceeding USD
1.6 billion [2].

Based on the evidence, it is crucial to know the combination of possible hydrographs
generated in a failure scenario. In these terms, the traditional way of conducting a dam
breach analysis consists of three phases: (i) Hydraulic simulations of the dam breach;
(ii) Deterministic analysis of breach parameters to model the hydrograph that would be
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generated from the rupture; and, (iii) A hydraulic model to route the flood downstream.
As established in the FEMA Guide [3], there are a series of mathematical models and
methods for analyzing each of these three phases. It is important to indicate that dam
breach simulations are designed to predict the resulting flood hydrograph and not the
moment of failure [4]. This prediction would be highly sensitive to the in situ conditions
(dam and field conditions) because a wide range of possible alternatives are physically
valid in classifying the required modeling parameters. Therefore, determining breach
parameters usually involves reviewing and evaluating parametric regression equations,
revising probable failure mode reports, and expert judgment [5]. The latter is generally
associated with a significant level of uncertainty [6,7].

Faced with this problem, many studies have investigated different methods for reduc-
ing this uncertainty [8–14]. For example, Pierce [13] used a series of existing equations and
empirical methods to assign values to the breach parameters (e.g., breach width and breach
formation time). This type of approach is usually based on the analysis of observed data
from existing dam failures, such as the analyzes performed by Wahl [7,15]. Despite these
efforts, deterministic models fail to adequately incorporate the process of dam breaches
because they do not consider critical factors such as the randomness of a natural system,
the limitations of the modeling approach, and possible errors in the observed data [16].
The challenge for engineers and scientists is to use statistical approaches to make more
accurate estimates from limited data sets [17]. In this context, probabilistic methodologies
have been proposed to quantify the associated uncertainty. Among them, Goodel [18]
states the importance of knowing the uncertainty related to hydraulic models for flood risk
studies and mentions the approaches to risk analysis established in different continents
such as Africa [14], Europe [19], Asia [20], and North America [3]. The latter quantified the
effect on the RMD results given several models fed by different magnitudes of the breach
parameters, making it possible to assign probabilities of occurrence to the results and thus
determine flood risks [16].

Despite significant efforts in this regard, some questions remain unanswered [21].
One of the most important gaps in the literature is related to the sensitivity of the solution
with respect to the required parametrizations. The latter can be posed as a function of
questions that are briefly mentioned as follows: (i) Which breach parameters have the most
significant weight for any given case? (ii) How does the parameter’s statistical definition
affect the rupture’s maximum discharge (RMD)? (iii) Does this characterization affect the
peak flow in the same way that it affects the shape of the hydrograph? Given the above
open questions, the main goal of this paper is to determine the sensitivity of the RMD with
respect to the most relevant parameters required for the dam breach simulation.

The rest of the paper is organized as follows: Section 2 presents the methodology
used for the hydraulic simulations (using McBreach and HEC-RAS); the Chacrillas case
study; and the different configurations for the sensitivity analysis. Section 3 shows the
results, highlighting the breach parameters that have the most significant influence on the
RMD and the influence of statistical parameters, respectively. Conclusions are provided at
the end.

2. Methods
2.1. Workflow Adopted

Hydraulic simulations were performed using the United States Army Corp of Engi-
neers software HEC-RAS v5.0.7 (Hydrologic Engineering Center’s, CEIWR-HEC, Davis,
CA, USA) [22]. In contrast, a Monte Carlo approach provides the required breach parameter
characterization using the software package McBreach© v5.07 (Pittsfield, ME, USA) by
Kleinschmidt [23].

The dam failure mode addressed in the present study corresponds to overflow or
overtopping. This type of failure occurs when the water surface elevation in the reservoir
exceeds the dam’s height, with water flowing through the upper ridge until it causes the
wall to break, culminating in the evacuation downstream of a volume of water of great
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magnitude. The overflow implies that the weir system of the dam is not working properly,
or there is more water than the designed spillway capacity. The overtopping failure mode is
the one that occurs most frequently in the different types of dams [24] and the Concrete-face
Rockfill Dam (CFRD) is the type of dam widely used around the world [3]

HEC-RAS is equipped with a dam break module that uses nine breach parameters.
These parameters can be grouped according to their characteristics: (i) three geometric
parameters (width of the breach, slopes of the breach and final height of the breach); (ii) one
to define the breach formation time; and (iii) five parameters to characterize the breach flow
(discharge coefficient, height of the breach, tolerable height of the water before a failure
occurs, weir coefficient and height where internal erosion begins) [25]. HEC-RAS simulates
the overflow discharge over the dam as a flow over a weir. Then, to measure the magnitude
of the overflow discharge, three variables are used: (i) the weir discharge coefficient;
(ii) the hydraulic head; and (iii) the crest length, with the last two representing functions
of time [22]. Seven of the above-mentioned breach parameters describe the overtopping
failure mode in HEC-RAS (see Table 1 for definitions and abbreviations of variables).

Table 1. Dam breach parameters used by HEC-RAS when overtopping is considered.

Overtopping Breach Parameters in HEC-RAS Abbreviation

Final breach height Inv [m.s.n.m]
Final breach width B [m]
Left side slope of the breach LSS [H:V]
Right side slope of the breach RSS [H:V]
Breach formation time tf [h]
Height of the water for failure to occur Init [m.s.n.m]
Discharge coefficient Cd

Many combinations of these variables can be met in field conditions causing different
scenarios. The randomness of the parameter combinations is conditioned by probability
density functions, which in turn are characterized by statistical parameters (i.e., mean,
standard deviation and mode). Four different distribution functions are considered in
McBreach, and the statistical parameters that define them are presented in Table 2. The
physical range of operation of each breach parameter is identified based on empirical
equations such as those proposed by [7,13] combined with the in situ conditions of the
studied dam (e.g., the final breach width cannot exceed the width of the wall crest, which
defines the maximum magnitude). The given magnitude for each simulation is provided
by a Monte Carlo approach, which through many iterations of complex calculations,
obtains a statistically valid result [26]. The minimum number of simulations that allows the
statistical convergence of the data (i.e., an optimal sample size) corresponds to 10,000 breach
parameter combinations. Thus, McBreach© calculates 10,000 simulations of the HEC-RAS
dam breach model for each statistical scenario.

Table 2. Statistical indicators and distribution functions available in McBreach.

Statistical Distribution Functions Statistical Parameter

Uniform NA
Triangular Mode

Normal Mean and standard deviation
Log-Normal Mean and mode

The probabilistic analysis results were used to generate a series of scenarios to quantify
the uncertainty associated with the combination of the breach parameters and the RMD.
This allowed the variability of the generated peak breach flows to be analyzed following
the hydraulic and probabilistic model simulations. Figure 1 illustrates the stages used in
the uncertainty and sensitivity analyzes, which are treated in detail below.
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Figure 1. Illustration of the workflow adopted in this paper.

Although research has been conducted on the selection of breach parameters [8–14],
the probability distributions that best fit these parameters and the associated uncertainty are
generally unknown. Despite this matter, the normal distribution is usually adopted for un-
certainty and sensibility analyses [18,27,28]. This work aligns with the former assumption,
and Table 3 shows the statistical parameters for the base case.

Table 3. Statistical parameter values for the base case.

PDF Statistical
Parameter

Inv
[m.s.n.m]

B
[m] LSS RSS Tf

[h]
Init

[m.s.n.m.] Cd

Normal
Mean 1272 31.50 0.80 0.80 1.55 1338.85 2.80

Standard
deviation 9.30 7.80 0.26 0.26 0.48 0.11 0.06

Furthermore, six sub-scenarios were established with the base case distribution but
with different statistical parameters to analyze the mean and standard deviation sensibility.
These sub-scenarios change the mean and the standard deviation by 50% (i.e., +50% of
the mean value; −50% of the mean value; +50% of the standard deviation; −50% of the
standard deviation; +50% of both the mean value and standard deviation; and−50% of both
the mean value and standard deviation). The variability of the RMD against the magnitude
of statistical parameters and influential breach variables was also determined. In this
case, the number of scenarios was determined by the expression 5n, where the number 5
represents the sets of statistical parameters varying from a base value and ranging −50% to
+50% with 25% intervals (i.e., −50%, −25%, base value, +25%, and 50%). Whereas “n” is
the number of breach variables established as probabilistic in McBreach. Therefore, B1 to
B(5n) scenarios are generated.

Worthy of mentioning is that the breach parameters—having less influence on the
RMD—were assumed with a constant value in McBreach. Consequently, their influence was
considered deterministic (their values were fixed by the combination of breach parameters
associated with an RMD with an exceedance probability of 50%). An exceedance probability
of 50% was selected because the magnitude of the RMD generated by the combination of
the breach parameters was found at the middle rather than the upper or lower extremes.
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2.2. Case Study: The Chacrillas Reservoir

The defined methodology was applied to the Chacrillas Reservoir in the Andes Moun-
tains of central Chile (70◦30′ W, 32◦30′ S). Its wall is located 2.5 km upstream of the
confluence of the Rocín River and Chalaco Estuary (Figure 2). The delimited reservoir basin
has a surface area of 630 km2. Downstream from the Chacrillas Reservoir wall (Figure 2b),
the Rocín River has a 1.8% longitudinal slope and a gravel bed (d50 = 14 mm). The most
important urban settlement is the town of Putaendo (around 17,000 inhabitants), located
13 km upstream from the confluence of the Putaendo and the Aconcagua Rivers. The
average annual precipitation in the basin is 307.7 mm (according to the Resguardo de los
Patos station, maintained by the Chilean organization in charge). The hydrological regime
is nivo-pluvial with an average annual flow of 1.19 m3/s. The dam wall is of Concrete
Face Rockfill Dam type, and its construction began in 2011 and ended in 2017 [29]. The
construction characteristics of the Chacrillas Reservoir wall are presented in Table 4.
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Figure 2. (a,b) Location of the Chacrillas Reservoir; (c) Zoom of the Chacrillas Reservoir with outlet
works and concrete face slabs; (d) Zoom of the spillway.

Table 4. Characteristics of the Chacrillas dam.

Dam Element Value Unit

Crest height 1338.5 m.s.n.m
Crest length 319 m
Crest width 10 m
Dam height 102.5 m

Reservoir capacity 31 Hm3

Regulation volume 27 Hm3

Maximum water level 1337.5 m.s.n.m
Minimum water level 1264 m.s.n.m

Upstream slope 1.5:1 H:V
Downstream slope 1.6:1 H:V

A one-dimensional (1D) hydraulic model was created for a non-steady flow, where
the hydrograph influencing the reservoir—with a Probable Maximum Flood of 2770 m3/s—
was considered as the upstream boundary condition [21]. Downstream, the geometric
characteristics of the Rocín River channel (i.e., the shape of the cross-sections without
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abrupt changes, stable longitudinal slope, and homogeneous roughness) suggest a down-
stream boundary condition established by the normal depth. The topography used for the
modeling was the same as that used to design the reservoir, contemplating 4.5 km upstream
of the dam and up to 1 km downstream (Figure 2b). The spatial discretization adopted was
10 m between cross-sections, which allowed the definition of the calculation time step to
satisfy the Courant numerical stability criteria [22].

Table 5 shows the range of magnitudes defined for each breach parameter based on
empirical equations proposed by [7–13], and adjusted to the characteristics of the Chacrillas
in situ conditions. This configuration was used in each of the simulations conducted
with McBreach.

Table 5. Range of breach parameters for the probabilistic model.

Inv
[m.s.n.m]

B
[m] LSS RSS tf

[h]
Init

[m.s.n.m] Cd

1244–1300 8–55 0–1.6 0–1.6 0.1–3.0 1338.82–1339.82 2.6–3.0

3. Results

The uncertainty that exists when determining the magnitude of the RMD was quanti-
fied for each combination of breach parameters in each of the sub-scenarios. Figure 3 shows
the variability in the magnitude of the peak breach flows with respect to the variation
of the statistical parameters that define the distribution (mean and standard deviation).
The curve with the largest flows corresponds to scenario A2, where a 50% decrease in the
mean value was considered. The curve with the smallest magnitudes in its peak breach
flows is scenario A1, corresponding to a 50% increase from the mean. As shown in the A
sub-scenarios, the mean has a greater weight than the standard deviation on the results of
the RMD calculation.
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Despite being able to visualize certain variations in the magnitude of the RMD, it is not
possible to relate this variability to a specific breach parameter. To identify the parameter(s)
that were most relevant to the calculation of the RMD, the sensitivity analysis described
below was performed.
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3.1. Sensitivity Analysis

Following the scatter plot analysis procedure described in [30], the standard deviations
of the peak flows were calculated. In Figure 4, the results of these standard deviations are
presented as a function of the breach parameters. It is evident that the breach parameter
with the highest standard deviation value and, therefore, the greatest influence on the RMD
calculation is the breach formation time (tf). Given that the order of breach parameter
importance is different according to the scenario, we could not define at this point which
parameters were the most influential with respect to the RMD after tf. For this reason,
Multiple Linear Regressions (MLR) were performed for each sub-scenario to understand
the variability of the relationship that exists between breach parameters (predictors) and
the RMDs (response variable).
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MLR were performed between 10,000 combinations of simulated breach parameters
and their respective RMDs for each scenario using Python’s Statsmodels module [31]. The
MLR allowed the obtention of several coefficients (Bj), which represent the weight of each
parameter compared to the RMD. In Equation (1), the relationship between the coefficients,
the breach parameters and the RMD is shown.

RMD = BjInv × Inv∗ + BjB × B∗ + BjLSS × LSS∗ + BjRSS × RSS∗ + Bjtf × tf∗

×Init∗ + BjCd ×Cd∗ + e
(1)

where the coefficients (Bj) represent each breach parameter, the RMD is measured in m3/s
and “e” represents the residual of the MLR. Worthy of mentioning is that all the breach
variables were normalized before fitting Equation (1) (e.g., Inv∗ = Inv/Invmax).

The results of the MLR analysis are shown in Figure 5. The values correspond to the
coefficients of the predictors of the MLR of each sub-scenario, representing the average
change expected for the response variable (RMD) by increasing the predictive variable
(breach parameters) by one unit. The graphs confirm that the parameter to which the
RMD is most sensitive is tf. In addition, it clearly shows that the most influential breach
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parameters after tf are Inv and B, respectively, and that the remaining four parameters (LSS,
RSS, Init and Cd) have little relevance in determining the RMD.
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Following these results, a distinction was made between the breach parameters to
minimize computational costs while capturing the main dynamics of the process. As only
three variables were the most influential ones, they were defined as probabilistic parameters
in McBreach. Therefore, 125 scenarios (53) were generated. For these three parameters
defined as probabilistic, five sets of statistical parameters (mean and standard deviation)
were established, as seen in Table 6. The percentage variations were applied to the base
condition of the normal distribution presented in Table 3.

Table 6. Stage 2 statistical parameter set.

Most Influential Breach Parameter
with Respect to RMD

Mean
[%]

Std. Deviation
[%]

tf, Inv, B

+50 +50
+25 +25

Base condition Base condition
−25 −25
−50 −50

The combinations of breach parameters and statistical parameters (mean and standard
deviation) that characterize the normal distributions associated with the 125 scenarios are
presented in the supplementary material (Table S1: Combinations of statistical parameters.
Table S2: Combinations of statistical and deterministic parameters. Table S3: Combinations
of breach parameters).

Consequently, since the LSS, RSS, Init and Cd parameters were found to have a low
influence on the RMD, they were considered deterministic and were defined based on the
combination of breach parameters which generated an RMD with an exceedance probability
of 50% (Table 7).
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Table 7. Combination of breach parameters associated with an RMD with an exceedance probability
of 50% for sub-scenario A1.3.

Exc. P 50%
Sub-Scenario

A1.3

Inv
[m.s.n.m]

B
[m]

Tf
[h] LSS RSS Init

[m.s.n.m] Cd Qmax
[m3/s]

1272.39 32.06 1.91 1.07 0.66 1338.82 2.83 11,575

3.2. Uncertainty Analysis

The exceedance probability curves for the RMD were obtained from the results of
the 125 simulations in McBreach (Figure 6). This allowed the uncertainty associated with
using the probabilistic parameters that generated these flows to be quantified. The results
showed that for the exceedance probability of 99%, the highest and lowest flows obtained
correspond to approximately 17,000 m3/s and 6000 m3/s, respectively. Furthermore,
the variation is almost three times greater due to the value defined for the mean and
standard deviation, demonstrating the enormous importance of selecting these probabilistic
parameters. For the exceedance probability of 1%, the highest and lowest flows reached
an approximate magnitude of 60,000 m3/s and 22,000 m3/s, respectively, maintaining the
same variation indicated above (i.e., almost three times). The curve that represents the
most extraordinary magnitude flows (i.e., Max in Figure 6) corresponds to sub-scenario
B121 (variation of −50% of mean and standard deviation to the base case for tf and Inv, and
+50% of mean and standard deviation to the base case). Sub-scenario B5 had the lowest
mean and standard deviation value of tf and Inv of the entire set of sub-scenarios and the
highest mean and standard deviation of B for the entire simulated set. This is coherent
since the RMD is inversely proportional to tf and Inv, and directly proportional to B. The
curve representing the lowest magnitudes of RMD (i.e., Min in Figure 6) corresponds to
sub-scenario B5, which is the opposite sub-scenario of B121. Sub-scenario B5 has a variation
of +50% of mean and standard deviation to the base case for tf and Inv, and −50% of mean
and standard deviation to the base case for B; that is, it has the highest mean and standard
deviation values for tf and Inv, and the lowest mean and standard deviation values for B.
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Figure 7 shows the calculated standard deviations of the breach parameters tf, Inv and
B (Figure 7a), and the coefficient values of the predictors for the MLR (Figure 7b) for the
125 sub-scenarios of Stage 2. Regardless of the simulated scenario, the highest standard
deviation of the RMD always corresponded to the parameter tf, and its magnitude was
also much higher than that of the breach parameters Inv and B. The results of the MLR,
which are expressed through the predictive coefficients Bj, clearly show that tf is the breach
parameter that has the most significant influence on the RMD calculation. The parameter
that has the second most influence in determining the RMD corresponds to Inv, while the
third most influential parameter is B.
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Figure 7. (a) Standard deviation of the RMD produced by each breach parameter for B sub-scenarios;
(b) Coefficients of the predictors for the B sub-scenarios.

After determining the order of the breach parameters with the most significant weight
in the RMD calculation, the relationship between the magnitude of the statistical parameters
(mean and standard deviation) with respect to the RMD was analyzed. For the analysis, the
extreme values of the RMD were used (exceedance probabilities of 99% and 1%) so that all
possible variations of the RMD were captured. Figure 8 shows the results of this analysis
for the exceedance probabilities of 99% and 1%, as well as the means of the parameters tf,
Inv and B (Figure 8a,b, respectively).
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Figure 8a,b show the relationship between the proportionality of the breach parameters
(tf, Inv and B) indicated above and the definition of the statistical parameters (the mean, in
this case). The set of results in the lower-left corner represents the RMDs with the highest
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magnitudes of the 125 scenarios. In contrast, the set of results in the upper right corner of
the graphs represents the opposite, corroborate what was expected.

As a function of the variation in the magnitude of the RMD, we can see that the Inv
parameter is more influential than B, since the proportion by which the diameter of the
circumference decreases as Inv increases is greater than compared to B. Continuing with the
same analysis, the mean of the parameter tf changes along the horizontal axis of the graph,
reaching the greatest magnitude flows with the lowest value of tf, with the magnitude
decreasing as the mean increases. The radius of the circumference, which represents the
proportion by which the magnitude of each flow decreases, is much greater than that
displayed for Inv and B, corroborating that tf is the most influential of the three parameters.

For the graphs of each standard deviation associated with the flow magnitudes, the
same results described above were obtained since the variation of the set of parameters
considered the mean and the standard deviation as the same data set. Therefore, the
variation results in the same percentage since the same flow magnitudes would be plotted
with the same distribution as in Figure 8 but with the standard deviation values instead of
the mean.

4. Discussion and Conclusions

The uncertainty associated with the magnitude of the breach hydrograph resulting
rupture maximum discharge (RMD) was clearly shown in the results obtained in Stage 2,
where for the same distribution analysis, a difference of three times was obtained for the
exceedance probabilities of 99% and 1%. These significant differences between RMD values
are mainly due to the selection of the statistical parameters that in turn define the breach
parameters when a Monte Carlo approach is used.

This means that studying and defining the breach parameters of the hydraulic model
in HEC-RAS in the best possible way is not enough, and the definition of the statistical
parameters should also be a focus of analysis. These findings have significant implications
in the operational dimension, regardless of the sophistication of the hydraulic model used.
Among these implications are the estimated risks associated with the breach, flood zone
determination, scaling of projects and the preparation of emergency action plans (EAP). In
the case of this study site, for the same distribution function and an exceedance probability
of 99%, the RMD values ranged from 6000 m3/s to 17,000 m3/s. The variations in the flow
magnitudes indicated above directly affect the analysis of the breach hydrograph, which
conditions the flood downstream, affecting the wave travel time, the depths and velocities,
and thus the flooded areas.

For the sensitivity analyzes of all the simulated scenarios, it was possible to establish
that the most influential breach parameter in the generation of the RMD corresponds to
the breach formation time (tf), which showed magnitudes much higher than the rest of
the parameters in both its standard deviation and the MLR coefficient. Therefore, since
tf is the most heavily weighted breach parameter in the RMD calculation, its accurate
determination is essential. Secondly, the breach parameters Inv and B have a significant
degree of sensitivity. The parameter Inv is more influential on average than B, so the
numerical definition should also be considered an essential focus of analysis. The variations
produced by the rest of the parameters (LSS, RSS, Init and Cd) are not significant as they
have minimal impact on the RMD.

After understanding the influence of the parameters tf, Inv and B, it was possible to
corroborate what was expected for the proportionality of these breach parameters with
respect to the breach flow generated, where the parameters tf and Inv behave in an inversely
proportional manner, and parameter B is directly proportional to the variation of the RMD.
Therefore, based on the above, the highest flow for any exceedance probability is associated
with the scenario with the lowest mean and standard deviation for tf and Inv, the highest
mean and standard deviation for B, and vice versa.

Finally, it should be noted that the conclusions established in this investigation are
specific to the study site analyzed, corresponding to the Chacrillas Reservoir. However, the
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methodology could be adapted and replicated in other reservoirs of interest, and thus deter-
mine whether the behavior is similar to that presented in this study. In the future, it would
also be advantageous to compile sensitivity analyses of breach parameters for different
dams to relate the variability of the influence of these breach parameters with respect to the
characteristics of each study site (e.g., valley slope, wall height, available reservoir volume,
roughness, among others). Finally, with respect to the probability density functions and
the statistical parameters that are used for probabilistic analysis, it is important to add and
work with other density functions than those already available in McBreach.

Supplementary Materials: The following supporting information can be downloaded at https:
//www.mdpi.com/article/10.3390/w14111776/s1. Table S1: Combinations of statistical parameters.
Table S2: Combinations of statistical and deterministic parameters. Table S3: Combinations of
breach parameters.
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