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Multivariate Analysis of Water

Quality Measurements on the

Danube River. Water 2021, 13, 3634.

https://doi.org/10.3390/w13243634

Academic Editor: Thomas

M. Missimer

Received: 16 November 2021

Accepted: 16 December 2021

Published: 17 December 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Faculty of Civil Engineering Subotica, University of Novi Sad, Kozaracka 2a, 24000 Subotica, Serbia;
horvatz@gf.uns.ac.rs (Z.H.); isicm@gf.uns.ac.rs (M.H.)

2 Faculty of Technology Novi Sad, University of Novi Sad, Bulevar cara Lazara 1, 21000 Novi Sad, Serbia
3 Faculty of Agriculture, University of Novi Sad, Trg Dositeja Obradovića 8, 21000 Novi Sad, Serbia;
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Abstract: This study investigates the potential of using principal component analysis and other
multivariate analysis techniques to evaluate water quality data gathered from natural watercourses.
With this goal in mind, a comprehensive water quality data set was used for the analysis, gathered
on a reach of the Danube River in 2011. The considered measurements included physical, chemical,
and biological parameters. The data were collected within seven data ranges (cross-sections) of
the Danube River. Each cross-section had five verticals, each of which had five sampling points
distributed over the water column. The gathered water quality data was then subjected to several
multivariate analysis techniques. However, the most attention was attributed to the principal
component analysis since it can provide an insight into possible grouping tendencies within verticals,
cross-sections, or the entire considered reach. It has been concluded that there is no stratification in
any of the analyzed water columns. However, there was an unambiguous clustering of sampling
points with respect to their cross-sections. Even though one can attribute these phenomena to the
unsteady flow in rivers, additional considerations suggest that the position of a cross-section can
have a significant impact on the measured water quality parameters. Furthermore, the presented
results indicate that these measurements, combined with several multivariate analysis methods,
especially the principal component analysis, may be a promising approach for investigating the
water quality tendencies of alluvial rivers.

Keywords: multivariate analysis; principal component analysis; alluvial rivers; Danube River;
water quality

1. Introduction

Considering the importance of water in the proper functioning of the Earth’s ecosys-
tem, it is no wonder that water quality issues have received more and more attention in
the last decades. As a result of the poor water quality, modern society faces water scarcity
problems. It is not just the amount of water that needs to be accessible, but the water quality
must be adequate for the intended use. Consequently, the acquisition of water-related
data is becoming more critical as it can provide numerous information required to ensure
potential improvement of the issue at hand. For example, knowing the sources and types of
pollution entering a particular water body is the first step towards reducing or eliminating
it or finding ways to mitigate the problem. Hence, it is essential to establish monitoring
systems adapted to the needs of the water body at hand. According to [1], three vital tools
for efficient water quality management are observation, theoretical analysis, and numerical
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modeling. Hence, even though data gathering is imperative and often the most challenging
segment of the management process, the subsequent data analysis is critical. It contains the
methodology used for proper evaluation and apprehension of the considered ecosystem
and the difficulty it is facing. Proper data analysis allows researchers to determine the
degree to which the water body is impaired, causes and sources of impairment, as well
as possible solutions. Since the water body and the catchment surrounding it influence
each other, it is often inevitable to complement the water quality analysis with the catch-
ment’s investigation [2]. An example of water quality data analysis can be found in [3],
where Yilma et al. opted for statistical methods to evaluate the water quality of the Little
Akaki River.

Lake water quality monitoring is equally important. Some issues regarding this subject
can be found in [4], where the Authors presented the current state, identifiable issues, and
potential improvements of the Palic-Ludas Lake system in Serbia. The work published
in [5] presents a case where the Authors used statistical analysis to evaluate the water
quality of Lake Prashar in India. Numerous studies opt for this method because of the
advantage of implementing statistical analysis to assess water quality data [6,7]. In [7], the
researchers used multivariate analysis to evaluate water quality data in Lake Palic.

As suggested by [1], another essential part of water management includes establishing
a numerical model that can prove advantages to the data analysis process. These models
allow the user to investigate various scenarios and the expected consequences without
them occurring. Some examples of numerical models are presented in [8,9]. These papers
describe a two-dimensional water flow, sediment transport, and heavy metal transport
models. Numerical models can provide significant advantages to any data analysis. How-
ever, they are all faced with the same disadvantage. Namely, any model is only as good as
the data available to feed the model’s needs, and most often, the limitations a study faces
arise from inadequate measurements. Consequently, most research, including numerical
models, faces constraints due to insufficient measurements (lack of spatial or temporal
data distribution, accuracy, etc.). An example of a comprehensive measuring campaign
conducted on the Danube River is presented in [10]. Although it deals with hydraulic and
sediment transport parameters, this paper clearly describes the extensive work required to
acquire high-quality data.

After the data gathering (measurements and sampled data evaluation) is completed,
an adequate tool for evaluating the available data should be selected. Since most of these
measurements include large amounts of data [10], researchers often opt for multivariate
techniques capable of extracting underlying information in a very efficient manner. Mul-
tivariate data analysis involves processing a substantial number of correlated variables,
with different algorithms and techniques used to analyze and interpret such data. Principal
component analysis (PCA) is one of the most widely used multivariate techniques in sci-
ences, and it is being applied to wide types of datasets (e.g., sensory, instrumental methods,
chemical data) [11]. It provides an overview of the complexity and interrelationships in
multivariate data sets by revealing relations between variables and samples, detecting
outliers, finding and quantifying patterns and trends, extracting and compressing complex
datasets [12]. The theory and algorithm behind PCA can be found in [13].

Numerous researchers have chosen PCA over other alternatives because of the various
benefits that this approach introduces to the data analysis. Some examples include authors
Bengräine and Marhaba, who used it to study spatial and temporal changes of water quality
of the Passaic River in New Jersey [14]. Using PCA, they were able to determine a point or
non-point source of pollution. Ouyang [15] used PCA and factor analysis to evaluate river
water quality monitoring stations (whose significance comes from the assessment of annual
variations of river water quality) and to differentiate significant from irrelevant water
quality parameters. Another group of authors [16] used PCA to investigate the evolution of
groundwater composition in the Pisuerga river’s alluvial aquifer between two subsequent
surveys. This methodology helped the authors identify a strong correlation between some
considered water quality parameters and a lack of correlation between others.



Water 2021, 13, 3634 3 of 20

Another group of authors developed a methodology for water quality prediction [17]
that includes PCA as one of the steps in the established methodology. The proposed
procedure was tested on the Luan River in Tangshan City. The proposed methodology uses
the Lagrange interpolation method, sliding window average, and PCA for data cleaning
and pretreatment. This is followed by applying one-dimensional residual convulsion neural
networks and bi-directional gated recurrent units to extract local features of the water
quality parameters. The considered parameters included total nitrogen, total phosphorus,
and potassium permanganate index.

Considering the vast potential of PCA and other multivariate analysis techniques,
this paper presents the employment of this methodology for the analysis of water quality
data gathered from the Danube River. During the research presented in this paper, the
main goal was to identify potential temporal and/or spatial tendencies of water quality
parameters in the analyzed river reach. This was conducted by implementing box plots,
normality tests for the measured parameters, correlation coefficients, and the principal
component analysis. The latter was performed for each of the measured river cross-
sections separately (to detect clustering by depth or by lateral position) and for the entire
river reach (to detect clustering by cross-sections). The secondary goal was to develop
fitted equations (models) for some of the measured water quality parameters, namely
chlorophyll-a, dissolved oxygen, and pH [18,19]. To achieve this, an approach called
Multivariate Polynomial Regression was used. The developed models were tested for
statistical significance, the model’s residuals were tested for normality, while measurement
points with high leverage were omitted in accordance with the performed multivariate
analysis. To predict chlorophyll-a, virtually all the measured water quality parameters
were considered. However, for the dissolved oxygen and pH models, only some of the
measured parameters were considered to be predictors.

2. Materials and Methods

The water quality measurements used within this paper were conducted in 2011
on a reach of the Danube River, located between Mohacs in Hungary and Bezdan in
Serbia [6–8]. The complete measurements included the elevations of cross-sections at
approximately 100 m apart (intended for building a digital terrain model), complemented
with detailed hydraulic and sediment transport measurements at seven cross-sections
within the analyzed reach. A paper published by Horvat et al. [10] gives a thorough
description of the hydraulic and sediment measurements implemented in addition to the
water quality measurements considered in this work.

The monitored reach of the Danube River is located between rkm 1438, downstream of
Mohacs in Hungary, and rkm 1432, upstream of Bezdan in Serbia. The measuring campaign
included detailed data gathering from seven data ranges (cross-sections) within this reach
(data range 1 was located at the upstream end, while data range 7 was located on the
downstream end). Each data range contained five verticals, and every vertical had five
sampling points distributed over the water column. Figure 1 shows the disposition of the
data ranges and the verticals within them. Each of these points was a sampling location
(vertical) where water quality data was sampled from five sampling points distributed
relatively evenly throughout the water column. It should be noted that the aforementioned
verticals do not stand in a perfectly straight line. This is due to the difficulties in anchoring
the boats from which the sampling was conducted. Figure 1 also depicts the riverbed’s
elevation. Hence, it can be stated that water quality samples were taken from both deep
and shallow locations on the considered reach. This was done intentionally to get a
homogeneous data set with regard to water depth.

It should be pointed out that the conducted measurements were not simultaneous
but temporally distorted within five days. The location and time of measuring the seven
cross-sections (data ranges) are given in Table 1.
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Figure 1. Placement of the data ranges and their verticals within the analyzed river reach.

Table 1. Names, locations, and sampling times for the data ranges.

Cross-Section rkm Date of Measurement

1 1438 23 May 2011
2 1437 24 May 2011
3 1436 24 May 2011
4 1435 24 May 2011
5 1434 25 May 2011
6 1433 27 May 2011
7 1432 27 May 2011

The presented paper considers 12 water quality parameters. Water temperature T
(◦C) as a parameter that influences all biological processes needs to be included in any
investigation concerning water quality. The pH value pH (-) was considered a measure of
how acidic or alkaline the considered water body is. To monitor the dissolved solids in the
water, the measurements also included electric conductivity Cond. (µS/cm). Dissolved
oxygen DO (mg/L) content is important as it represents the amount of oxygen available
for living organisms. Including this parameter in any water quality assessment is essential
as waters with available dissolved oxygen are usually considered to be in an overall good
state, as opposed to oxygen-depleted waters that usually manifest poor water quality
characteristics. Aiming to complement the research with information concerning the
macronutrient content, the conducted measurements also included orthophosphates PO3−

4
marked here as PO4 (mg P/L), nitrite nitrogen NO−2 −N marked here as NO2 (mg N/L),
nitrate nitrogen NO−3 −N marked here as NO3 (mg N/L), and ammonia nitrogen NH+

4 −N
marked here as NH4 (mg N/L). To account for the presence of organic matter, chemical
oxygen demand COD (mg/L) and five-day biochemical oxygen demand BOD (mg/L)
was also measured. At the same time, the phytoplankton concentration is estimated
via chlorophyll-a, Chl-a (µg/L). Determining the water’s transparency, i.e., turbidity,
was conducted using a Secchi disk. These measurements were marked as Secchi (cm).
The methods used for determining the water quality parameters are reported in Table 2.
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Naturally, the list given here is not final, nor should it be considered mandatory. The
decision on which water quality parameters are to be monitored should be based on the
characteristics of the water body in question, along with any other relevant information
regarding earlier recorded pollution.

Table 2. Methods used for determining water quality parameters.

Parameter Method

Water temperature 2250B *
pH 500-H+B *

Electric conductivity SRPS EN 27888/2009
Dissolved oxygen SRPS EN 25813:2009/1/2011
Orthophosphates SRPS EN ISO 6878:2008
Nitrite nitrogen SRPS EN 26777:2009
Nitrate nitrogen SRPS EN ISO 10304-1:2009

Ammonia nitrogen **
Chemical oxygen demand EPA 410.4 US 5220D, ISO 15705

Biochemical oxygen demand SRPS EN 1899-1:2009
Chlorophyll-a 10200-H *

* [20], ** [21].

One of the key tools of the implemented analysis was determining the Pearson’s
correlation coefficient r to quantify the correlation between any two parameters. The
Pearson’s coefficient is computed using Equation (1).

r = ∑n
i=1(xi − x)(yi − y)√

∑n
i=1(xi − x)2

√
∑n

i=1(yi − y)2
(1)

where xi and yi mark the measured values for which the correlation coefficient is to be
attained, x and y are the corresponding average values, and n denotes the number of data
pairs. If the correlation coefficient’s value is less than 0.4, it indicates a low correlation; if
it is between 0.4 and 0.7, it refers to a moderate correlation, between 0.7 and 0.9 a strong
correlation, while for values higher than 0.9 it indicates a very strong correlation.

As a sophisticated tool of the cluster analysis inventory, the principal component
analysis is used in situations where a large set of data needs to be manipulated and
rearranged so that grouping (clustering) patterns can be easily identified. Using PCA, one
can reduce the dimensionality of the multidimensional data set while keeping most of
the variation contained in the original data set. This is achieved by finding the so-called
principal components of the data set. These principal components are defined so that the
first principal component will contain most of the original data’s variation. The second
principal component is uncorrelated to the first one, and it contains most of the remaining
data variation, and so on. The principal components are computed as a linear combination
of the independent variables, in this case, the water quality parameters.

The procedure for the computation of the principal components is as follows:

1. Normalization of the measured data set using Equation (2);
2. Calculation of the covariance of the normalized dataset using Equation (3);
3. Computing the eigenvalues of the matrix A using Equation (4).

Z =
x− µ

σ
(2)

cov(x, y) =
1

n− 1
·∑n

i=1(xi − x)·(yi − y) (3)

A·→v = λ
→
v ,
→
v ·(A− λI) = 0, det(A− λI) = 0 (4)

where Z represents the new, normalized variable, µ is the median of the original variable,
σ stands for the standard deviation of the original variables, A is the covariance matrix
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for which the eigenvalues λ are to be computed. These eigenvalues describe the direction
of the principal components and the amount of variance contained in the considered
principal component.

The eigenvalues attained in this manner are then rearranged in descending order,
thus representing the amount of the original data’s variation in each principal component.
Thus, the original multidimensional data set can be reduced to a two-dimensional data
set by selecting the first two principal components. Although the dimensionality of the
new data set can be higher, choosing a two (or three) dimensional data set is practical
because it allows the user to easier understand the graphical representation of the data.
Now, when the data points are plotted in a coordinate system defined by the first two
principal components, two data points will be closer if the measurements taken there are
more similar or further apart if the measurements are dissimilar. Hence, any clustering
patterns become easy to detect.

The Shapiro–Wilk test was used in the presented research to test if the sample comes
from a normally-distributed population (this test was used both for testing the measured
parameters and the residuals of any fitted equation). The test statistic for this method is

W =

(
∑n

i=1 ai·x(i)
)2

∑n
i=1(xi − x)2 (5)

where x(i) is the ith smallest number in the tested sample, xi is a measured value (i.e.,
a data from the sample), x is the sample mean, and ai are the Shapiro–Wilk coefficients
(computed from covariances, variances, and means of an n-sized sample from a normally
distributed population) [22]. Using the W statistic, a p-value is computed (usually using a
table). As a rule, when using this test, the null hypothesis is that the sample comes from a
normally distributed population. Hence, if the p-value is less than the chosen confidence
level, then the null hypothesis is rejected, i.e., the sample comes from a population that is
not normally distributed.

The F-test is often used to compare fitted equations (models) to determine which
model best fits the population from which the sample was extracted. When using this test,
the null hypothesis was set to be that the tested model is no better than the null model
(i.e., the population’s mean value). The significance level for all F-test conducted in this
research was 5%. Since this test is commonly used in testing fitted models, it will not be
detailed here, while the reader is directed to [23].

Finally, multivariate polynomial regression was used to develop fitted equations
(models). This method was selected so that predictor variables could be taken into account
in their polynomial form, as well as interactions between the predicting variables. For
example, if there are four predicting variables, a, b, and c, the method can consider the
full interaction between these variables. This means that the fitted model can contain
the following terms a·b, a·c, b·c, and a·b·c, i.e., all possible multiplications between the
variables. The mathematical background beneath this method certainly does not fit this
paper’s scope. Hence, the reader is directed to [24,25].

In the presented research, the steps for determining possible spatial/temporal tenden-
cies were:

1. Construction of box plots for each water quality parameter, separating the data
by cross-sections where they were taken. This can indicate a presence of spatial
tendencies on a large scale (within the entire analyzed reach).

2. Testing for normality using the Shapiro–Wilk test for every measured water quality pa-
rameter regardless of where it was taken. This can indicate a presence of spatial tendencies
on a large scale if the analyzed parameter does not follow the normal distribution.

3. Computation of correlation coefficients between all the measured parameters to deter-
mine any tendencies within a water column, i.e., identification of possible stratification.

4. PCA analysis of water quality data for each cross-section. This analysis can identify
spatial tendencies within a given cross-section, i.e., lateral spatial tendencies.
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5. PCA analysis of water quality data for the entire reach. This analysis can identify
spatial tendencies within the reach, i.e., longitudinal spatial tendencies.

In the presented research, the steps conducted for developing fitted equations (mod-
els) were:

1. The appropriate potential predictor parameters are selected to develop the fitted
equation. Finally, the stepwise regression method is used to select the predictor
parameters to be used in the final model. During this process, each data point’s
leverage and impact are monitored in order to remove data points with extremely
high leverage.

2. The fitted model’s correlation coefficient is computed to determine its correlation to
the measured values.

3. The fitted model’s statistical significance is determined using the F-test.
4. The fitted model’s residuals are analyzed using the Shapiro–Wilk test (test of normality).

In this paper, the Analyse-it software package was used for all statistical and
other computations.

3. Results and Discussion

The first part of the analysis included a visual inspection of the obtained data. All
water quality measurements were organized in seven groups, depending on the data range
(cross-section) they belong to, and represented in the form of box plots (Figure 2).

Figure 2 allows a better visual understanding of the variations of the water quality
parameters between the cross-sections, i.e., spatial variations. It also provides information
regarding potential similarities between the tendencies of various water quality parameters.
It should be noted that the measured water depths were also subject to this inspection
(Figure 2i). Naturally, the water depth cannot be considered a water quality parameter.
However, Figure 2i gives information regarding the depth ranges of the sampling points in
each cross-section. One can observe that the Chl-a values are quite high, but this can be
attributed to the fact that the measurements were conducted in the spring (end of May),
when this occurrence is frequently reported on the lower parts of the Danube River. It
should also be pointed out that there is a notable increase in COD and BOD at S3, followed
by an increase in NH4 at S5 and NO2 at S6. Although these results indicate a presence of a
pollution source, during the measurements campaign, none could be detected. In addition,
the reach is situated in a nature protection area.

As the next step of the preformed analysis, the gathered data was organized so that all
of the measurements for one water quality parameter belong to one single group, regardless
of the cross-section where they were collected. These groups were then tested to whether
they followed the normal distribution. If the data set follows the normal distribution, it
should point to the fact that there should be no clear spatial or temporal tendencies within
it. The Shapiro–Wilk test was used to test the “normality” of these data sets, alongside a
plotted histogram for frequency distribution and a fitted normal distribution as a curve.
Box plots were also constructed with marked outliers. An example of this is given in
Figure 3 for Chlorophyll-a. All the conducted tests confirmed that neither monitored water
quality parameters followed the normal distribution. This strongly suggests that there are
temporal and/or spatial variations contained in the measured data sets. Hence, further
analysis is justified.
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Figure 2. Box plots of the measured water quality measurements.

The first spatial tendency that was searched for was the correlation between a particu-
lar water quality parameter and depth. The values of the computed Pearson’s correlation
coefficients can be seen in Table 3. It is evident that there was no significant (positive or
negative) correlation between water depth and the monitored water quality parameters.
This can be attributed to the intense turbulence present in alluvial watercourses. However,
it should be noted that the most considerable correlation was computed for dissolved
oxygen and nitrate nitrogen, −0.17 and −0.14, respectively. These values are not sufficient
even to characterize this as a moderate association between the variables, as mentioned in
Section 2. Therefore, it can be concluded that the flow’s turbulence is so intense that no
stratification can occur within the water column that would facilitate different conditions
on different water depths.
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Table 3. Correlation coefficients between the measured water quality parameters.

d T pH Cond DO NO2 NO3 NH4 PO4 COD Chl-a BOD Secchi

d -
T −0.008 -

pH −0.006 −0.097 -
Cond 0.071 −0.815 −0.04 -
DO −0.173 −0.027 0.838 0.044 -
NO2 −0.107 −0.015 −0.024 0.122 0.086 -
NO3 −0.144 0.351 −0.283 −0.229 −0.208 −0.046 -
NH4 0.059 −0.413 −0.177 0.298 −0.402 −0.149 −0.123 -
PO4 −0.067 0.583 −0.092 −0.62 −0.097 −0.056 0.248 −0.193 -
COD −0.115 0.416 0.28 −0.289 0.364 0.293 0.032 −0.333 0.303 -
Chl-a 0.069 −0.426 −0.11 0.444 −0.046 0.147 −0.19 0.143 −0.294 −0.297 -
BOD −0.106 0.072 0.187 0.246 0.51 0.306 −0.102 −0.409 −0.126 0.36 0.092 -

Secchi 0.113 −0.079 −0.468 0.358 −0.373 0.163 0.026 0.116 −0.251 −0.085 0.149 0.126 -

It is also noteworthy to report that these measurements were conducted for a discharge
of roughly 1600 m3/s, which is considered to be relatively low for this part of the Danube
River. Although the executed measurements campaign was extensive, it certainly does not
cover all possible hydraulic conditions. Hence, although it is not likely, stratification in the
water column may occur in some parts of the analyzed river reach under different (much
lower) discharges and (higher) temperatures.

Table 3 also gives the computed values of the correlation coefficient between all the
measured water quality parameters (depth, marked d, was also added to this list). Further
evaluation of the computed correlation coefficients showed that the strongest correlations
were found between T and Cond (−0.815), pH and DO (0.838), Cond. and PO4 (−0.62),
as well as between T and PO4 (0.583). The rest of the correlations had significantly lower
values. However, the high correlation between pH and DO can be explained by the high
Chl-a values (Figure 2d). Namely, increased photosynthesis generates the rise in DO values
and depletes carbonate, which at constant alkalinity can produce a significant increase in
pH (Figure 2a,j).
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As stated in the Introduction, many researchers used PCA for analyzing water quality
data. Petersen et al. [26] described an example of such an endeavor. They implemented
multivariable analysis on the water quality data of River Elbe and identified two patterns.
The first pattern was discharge dependent, while the other was related to biological activi-
ties. As a result, the authors suggested comparing this type of analysis with results attained
by numerical models, as it could provide a better understanding of the nutrient system. In
their work, Debska et al. [27] analyzed the changes in water quality parameters depending
on the land use of different areas in the considered catchment. To do so, they implemented
monthly measurements along the River Utrata for one year. The monitored water quality
parameters included total phosphorus, ammonia nitrogen, nitrate nitrogen, dissolved
oxygen, and chemical oxygen demand. After utilizing the PCA on the gathered data, they
found that agricultural land use and proximity of urban areas negatively influence the
river’s water quality.

Further examples of implementing multivariate analysis for water quality data manip-
ulation can be found in [28–30]. The work presented in [28] describes the steps to discover
changes and patterns of water quality data in the Thi Vai Estuary utilizing multivariate
data analysis. Using a 15 year-long data set, the authors employed trend analysis, cluster
analysis, and PCA to establish that the considered area is influenced by point and diffused
pollution. The work described in [29] used PCA to evaluate the drinking water supply sys-
tems. Here the authors investigated the vulnerability of the drinking water supply system
depending on various factors. Other areas of research implementing multivariate analysis
include the evaluation of microplastic pollution in rivers, such as the study presented by
Li et al. [30].

PCA was implemented for 12 water quality parameters for each cross-section sep-
arately. The results are presented in Figure 4. However, before these are analyzed, one
should acknowledge the amount of the original data’s variation in these results. This
information is given in Table 4, where it can be seen that after implementing the PCA,
about 43–56% of the original variation was preserved.
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Table 4. Percentage of the original data’s variation contained in the first two principal components.

Cross-Section Variation %

S1 43.2
S2 56.6
S3 50.7
S4 51.2
S5 48.4
S6 46.5
S7 52.6

To include additional information into the presented analysis, the sampling points
are labeled with letters D and appropriate numbers, marking the sampling depth. By
convention, D1 is the sampling point with the largest depth. The horizontal and vertical
axes in Figure 4 represent the first two principal components. Considering that the principal
components are a linear combination of the independent variables, they do not hold any
physical meaning. The rest of the (non-horizontal and/or vertical) lines mark the axes
of water quality parameters. It should be noted that only parameters with more than
50% of their original variance preserved are presented. It should be stated that this
percentage only reports the fraction of the captured variance of a particular parameter, and
it does not refer to that parameter’s contribution to the two main principal components.
As mentioned before, the proximity of two points in Figure 4 suggests the similarity of
measurements. Hence, if two sampling points are close to each other, the measured water
quality parameters are similar in these two points. This aids the identification of potential
grouping in the considered data set.

In Figure 4b, it can be seen that sampling points from each vertical formed their own
group. This means that there was a significant similarity between points on the same
vertical. Hence, it can be stated that in cross-section 2, there was a detectable distribution of
water quality parameters across the cross-section’s width. Results presented in Figure 4e–g
indicated that points from vertical 1 formed their own cluster. Although the results suggest
some kind of distribution across the flow width, there was no identifiable clustering across
the depth of any vertical. The last conclusion is in accordance with the results in Table 2.
Hence, it can be stated with considerable certainty that there is no dependency between
the water depth and the monitored water quality parameters.

The previously stated observations indicate that when selecting a representative
sampling point (in terms of water quality parameters) for a considered cross-section, the
sampling depth had virtually no importance. However, the sampling point’s location with
respect to the width of the cross-section carried with it a specific risk with regards to attain-
ing representative measurements. This can be best demonstrated using the results from
Figure 4b, where it can be seen that samples taken from verticals 1 and 5 gave significantly
different results. On the other hand, for cross-section 6 (Figure 4f), the differences in water
quality between verticals 1 and 5 were moderate.

Principal component analysis was conducted on the entire data set as well, i.e., all
the measured values regardless of their location were put in one data set. The aim was to
investigate whether there is a similarity between sampling points within one cross-section
or if no spatial grouping can be identified. The results are given in Figure 5. It should be
noted that the computation indicated that 49.8% of the original data’s variation is contained
in Figure 5. First of all, it can be safely stated that sampling points in every single cross-
section formed their own cluster. However, it is also vital to notice that points from some
cross-sections (cross-sections 1, 6, and 7) formed independent, clearly defined groups. In
contrast, points from other cross-sections (at least partially) overlapped (cross-section 2
with 5 and cross-section 3 with 4). These observations should not be taken lightly because
their interpretation is more complicated than it seems at first glance. As stated earlier,
the samples from the analyzed cross-section were taken at different times, i.e., samples
from some cross-sections were taken on the same day, while other cross-sections were
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processed on different days (Table 1). Hence, the measurements contained within them
not only a spatial but also a temporal offset. One could argue that the existing temporal
offset, in conjunction with an unsteady flow, generates changes in the water quality so
that points from every cross-section on Figure 5 form a different group. This hypothesis
would easily explain why sampling points from cross-sections 3 and 4 overlapped each
other. Namely, they were measured on the same day. Therefore, since only a short time
period elapsed, the measured values were similar to each other. However, this hypothesis
cannot be accepted since points from cross-section 2 were also measured that same day,
and they formed an entirely different cluster from cross-sections 3 and 4. Moreover, one
cannot even observe a gradual “migration” of sampling points from the 2nd cross-section’s
cluster to the group defined by points from cross-sections 3 and 4. Further analysis of the
PCA results presented in Figure 5 revealed the overlapping of cross-sections 2 and 5. The
last observation supports the conclusion that the spatial offset between the sampling points
must considerably influence the water quality measurements since there is a full-day offset
between the measurements of cross-sections 2 and 5. Therefore, they should not overlap if
only the time offset plays a role in the water quality parameters.
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The results presented in Figure 5 yielded yet another observation. Namely, the
clustering of sampling points with respect to the cross-section where they were taken
was far more unambiguous than the clustering with respect to the verticals within each
cross-section. Hence, the spatial and temporal offset between cross-sections is far more
important than any differences within one cross-section.

Finally, using the principles of multivariate analysis, a fitted model was developed
using the measured water quality parameters for chlorophyll-a. All the parameters were
initially selected, their 2nd order terms, as well as 2-way interactions for every term pair.
Stepwise regression was used to choose the terms to be used in the final model. The
following fitted equation (model) was attained
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Chl− a = 1.809·105 − 3.376·104·pH− 192.4·Cond + 1.19·104·NH4−N + 1476·pH2 + 22.48·Cond
·pH− 1401·pH·NH4−N− 0.4111·pH·COD + 0.04355·Cond·BOD + 1.936·NO3−N
·COD− 8.136·NO3−N·BOD

(6)

The acquired equation had a correlation coefficient of 0.43, i.e., a moderate correlation
to the measured results. However, using the F-test, it was also computed that Equation (6)
was better than the null model at the 5% significance level (since its p-value was <0.0001).
The analysis also yielded p-values that confirmed that all the terms in Equation (6) con-
tributed to the model at the 5% significance level. The effect of the fitted model is given in
Figure 6.
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It should be noted that other researchers [18] also determined that similar parameters
significantly affect the prediction of chlorophyll-a as in Equation (6). The fitted model’s
residuals were further analyzed (Figure 7). The Shapiro–Wilk normality test confirmed that
the fitted model’s residuals followed the normal distribution at the 3.5% significance level,
as shown in Figure 7c. This is to Equation (6)’s advantage since the differences between
actual and predicted Chl-a values seem to be random.

Finally, Figure 8 presents the leverage and influence of sampling points on the fitted
model. The size of each sampling point is the square root of Cook’s D statistic (a measure
of the influence of the sampling point). Data outliers can be considered as points with a
large residual (usually +/−2), while the points with high leverage are plotted to the right
of the diagram. It should be noted that data points with a significant residual and high
leverage had the most influence on the fitted model.

During the regression analysis, a total of four data points (167 data points in total)
were omitted from the computation due to their extremely high leverage, namely S3-V5-D4,
S3-V5-D5, S3-V3-D3, and S1-V3-D2.

Although the correlation coefficient of the model given by Equation (6) indicated only
a moderate correlation with the measured results, it can be stated that pH, electric conduc-
tivity, some of the macronutrients as well as the presence of organic matter (represented
by BOD and COD) do influence the values of chlorophyll-a. This conclusion is supported
by the fact that the model itself is statistically significant (F-test) despite the relatively low
value of the correlation coefficient.
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Another water quality parameter for which a model was developed using the prin-
ciples of multivariate analysis was dissolved oxygen. The predictor parameters were
chlorophyll-a, water temperature, pH, and depth. Chlorophyll-a was selected due to the
fact that photosynthesis generates oxygen. Water temperature was chosen since the solubil-
ity of oxygen decreases as water temperature increases. On the other hand, photosynthesis
depletes carbonate, which can produce a significant increase in pH at constant alkalinity.
Hence pH was also taken as a possible predictor of dissolved oxygen. Finally, depth was
also considered. The reason for the latter is that depth could be used as a substitution
for other parameters that can influence dissolved oxygen levels and were not measured
during the data collection campaign. One of these parameters is reaeration, which has
to have higher values at low depths, etc. The selection of the predictor parameters was
supported by research conducted by other authors [31]. The parameters’ 2nd, 3rd, and 4th
polynomials were also included in the analysis along with their full interaction terms (in
this case, up to 4-way interactions). Stepwise regression was used to select the terms to be
used in the final model. The following fitted equation (model) was attained

DO = 4.808·106 + 7.912·T− 2.225·106·pH− 0.02823·d2 + 3.862·105·pH2 + 0.002379·d3

−0.005247·T3 − 2.979·104·pH3 + 861.5·pH4 − 1.269·10−9·Chl− a4 + 0.0007239·d
·T· pH− 0.9578·d·Chl− a + 0.0003795·T·Chl− a + 0.04341·d·T·Chl− a + 0.1117·d
·pH·Chl− a− 0.005069·d·T·pH·Chl− a

(7)

The acquired equation had a correlation coefficient of 0.872, i.e., a strong correlation to
the measured results. Using the F-test, it was also computed that Equation (7) was better
than the null model at the 5% significance level (since its p-value was <0.0001). The analysis
also yielded p-values that confirmed that all the terms in Equation (7) contribute to the
model at the 5% significance level. The effect of the fitted model is given in Figure 9.
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As in the case of the fitted model for Chlorophyll-a, all the necessary subsequent anal-
yses were conducted. However, here, only the results will be reported without graphical
presentation to avoid unnecessary cluttering of results.

The Shapiro–Wilk normality test confirmed that the fitted model’s residuals followed
the normal distribution at the 5% significance level. The leverage and influence of sampling
points were also analyzed. During the conducted regression analysis, a total of three data
points (167 data points in total) were omitted from the analysis due to their extremely high
leverage, namely S7-V5-D1, S4-V3-D1, and S1-V3-D4.

Both the strong correlation between Equation (6) and the measured results and the
developed model’s statistical significance (F-test) indicated that water temperature, pH,
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chlorophyll-a, and depth have a meaningful influence on the dissolved oxygen values. It
should be noted that depth most probably has an indirect effect through its correlation
with other parameters that were not measured, such as reaeration.

The final water quality parameter, for which a model was developed using the princi-
ples of multivariate analysis, was pH. Naturally, the selection of the predictor parameters
was supported by research conducted by other authors [31]. The predictor parameters were
dissolved oxygen and water temperature. The parameters’ 2nd, 3rd, and 4th polynomials
were also included in the analysis along with their full interaction terms (in this case, up to
2-way interactions). Stepwise regression was used to select the terms to be used in the final
model. The following fitted equation (model) was attained

pH = 3323 + 115·T− 1345·DO− 5.157·T2 + 162.6·DO2 + 0.07772·T3 − 8.715·DO3 + 0.1749·DO4

−0.08004·T·DO
(8)

The acquired equation had a correlation coefficient of 0.866, i.e., a strong correlation to
the measured results. Using the F-test, it was also computed that Equation (7) was better
than the null model at the 5% significance level (since its p-value was <0.0001). The analysis
also yielded p-values that confirmed that all the terms in Equation (8) contributed to the
model at the 5% significance level. The effect of the fitted model is given in Figure 10.
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Both the strong correlation between Equation (7) and the measured results and the
developed model’s statistical significance (F-test) indicated that water temperature and pH
influence pH levels considerably. It should be noted that this conclusion is in accordance
with results published by other authors [31,32].

4. Conclusions

On the Danube reach between Hungary and Serbia (RKM 1438 and RKM 1432), water
quality measurements were conducted in 2011. Seven data ranges (cross-sections) were
analyzed. Every cross-section contained five verticals with five sampling points distributed
over the water depth. Twelve water quality parameters were monitored: water temperature,
dissolved oxygen, different forms of nitrogen and phosphorous, turbidity, organic pollution,
and the presence of algae (chlorophyll-a). Several multivariate analysis tools were used to
analyze the gathered data set, including the principal component analysis.

The conducted analysis confirmed no significant correlation between the water depth
and the monitored water quality parameters. This is the consequence of vertical mixing due
to turbulent diffusion. This phenomenon is intense enough to prevent any stratification that
would facilitate different chemical and/or biological processes at different water depths.
Hence, the depth plays virtually no role in collecting representative samples for a given
cross-section of the analyzed watercourse.
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As to the position of the sampling location with respect to the width of the cross-
section, i.e., the sampling location’s lateral position, the performed analysis did not give
unambiguous results. Generally speaking, there was a detectable clustering of sampling
points within specific verticals in some cross-sections. In other cross-sections, this kind of
clustering was very mild. However, it can be concluded that taking water quality samples
from the middle of the flow should give descriptive results of that particular cross-section.

The principal component analysis conducted for the entire analyzed river reach
clearly showed clustering of sampling points with respect to their cross-sections. Although
this observation could be the consequence of the unsteady flow in rivers, additional
considerations point to the fact that the position of a cross-section can have a significant
impact on the measured water quality parameters, i.e., the cross-section’s spatial offset
affects the water quality parameters.

Using the gathered data, a fitted equation (model) was developed for predicting
chlorophyll-a. All the measured water quality parameters were initially selected, their 2nd
order terms, as well as 2-way interactions for every term pair. Then, stepwise regression
was used to select the terms to be used in the final equation. The model’s correlation
coefficient with respect to the measured values was moderate (0.43), although the F-test
indicates that the model was statistically significant. Fitted equations were also developed
for dissolved oxygen and pH prediction. For both models, the F-test indicated that they
were statistically significant, while the correlation coefficients indicated a strong correlation
(0.872 for DO and 0.866 for pH) with the measured values for both models.

However, it should also be noted that the fitted models presented here cannot be used
as a general-purpose tool. Instead, they merely serve as examples of how to use regression
analysis when dealing with water quality analysis in alluvial rivers.

The overall methodology for analyzing water quality parameters presented in this
paper gives a reasonable basis for further research concerning biological and/or chemical
processes in alluvial watercourses.
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