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Abstract: Experiments focused on pollution transport and dispersion phenomena in conditions of
low flow (low water depth and velocities) in sewers with bed sediment and deposits are presented.
Such conditions occur very often in sewer pipes during dry weather flows. Experiments were
performed in laboratory conditions. To simulate real hydraulic conditions in sewer pipes, sand of
fraction 0.6–1.2 mm was placed on the bottom of the pipe. In total, we performed 23 experiments with
4 different thicknesses of sand sediment layers. The first scenario is without sediment, the second
is with sediment filling 3.4% of the pipe diameter (sediment layer thickness = 8.5 mm), the third
scenario represents sediment filling 10% of the pipe diameter (sediment layer thickness = 25 mm)
and sediment fills 14% of the pipe diameter (sediment layer thickness = 35 mm) in the last scenario.
For each thickness of the sediment layer, a set of tracer experiments with different flow rates was
performed. The discharge ranges were from (0.14–2.5)·10−3 m3·s−1, corresponding to the range of
Reynolds number 500–18,000. Results show that in the hydraulic conditions of a circular sewer pipe
with the occurrence of sediment and deposits, the value of the longitudinal dispersion coefficient Dx

decreases almost linearly with decrease of the flow rate (also with Reynolds number) to a certain
limit (inflexion point), which is individual for each particular sediment thickness. Below this limit
the value of the dispersion coefficient starts to rise again, together with increasing asymmetricity of
the concentration distribution in time, caused by transient (dead) storage zones.

Keywords: longitudinal dispersion; sewer pipes; sediments; dead zones; Reynolds number

1. Introduction

Transport of substances in flowing water is in principle the result of two basic phenom-
ena: advection and dispersion. Within sewer systems, for example, longitudinal dispersion
causes the decrease of pollution concentration and its distribution in time.

Special situations occur very often in real sewer systems at time of low flows during
dry weather periods. Flow in such sewer systems can be characterised with specific
hydraulic conditions: low discharges (especially during night-time) and sediment and
deposit formation. Sediments on the pipe bottom change not only the pipe (streambed)
hydraulic roughness, but in cases of the same discharge also cause a reduction in flow
depth [1], which leads to flow with low Reynolds numbers, i.e., close to the laminar flow
regime. As water quality models assume turbulent flow in general, the modelling of the
wastewater quality under such circumstances could be inaccurate. So, there is a need to
improve dispersion models with regard to the specific hydraulic conditions in partially
filled sewer pipes with free surface flow, respecting real conditions (sediment occurrence).

This paper describes the results of an experimental study with the aim to characterize
the dispersion process changes in a pipe flow system with bottom deposits for very low
discharges, depths, velocities and corresponding Reynolds numbers. The novelty of this
study is that the dispersion process is evaluated in pipes with sediments and deposits, thus
simulating real conditions in sewer systems.

The basic objectives defined for our study are:
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1. To investigate how the sediment occurrence affects the flow and dispersion pro-
cesses in sewer networks in hydraulic conditions of low discharges, velocities and
shallow depth;

2. To determine, if under such hydraulic conditions, transient storage zones (dead zones)
are formed; and consequently

3. Whether the Gaussian approximation (response) function is an appropriate approxi-
mation for the dispersion process description under stated hydraulic conditions.

In the past, different authors have dealt with related topics, however with different
hydraulic conditions. Taylor’s pioneer works [2,3] presented the dispersion process in
pipes, however under the conditions of the pressurized flow in the pipes (no free surface
flow). Dispersion in pressurised pipes (water supply systems) for a wider spectrum of flow
regimes was a subject of the work of Hart [4], Abokifa [5] and Romero-Gomez [6]. A large
set of experiments was evaluated by Rieckermann et al. [7], where 60 different datasets from
tracer experiments in different urban systems were analysed for dispersion in conditions
of low flows during dry periods. However, as the authors of this study stated, the impacts
of biofilm, rain events and sediments on the longitudinal dispersion coefficient could not
be evaluated from the experimental database. Hart et al. [8] investigated the longitudinal
dispersion in hydraulic conditions of unsteady flow with rapid changes. Guymer [9] and
Mark [10] studied the solute transport in surcharged sewer manholes.

Generally, prediction of the rate of pollution spreading is necessary for water quality
protection management. Different authors have described various approaches how to
better understand the concept of water quality problems and questions [11–16]. If an
accidental pollution leak into a stream occurs, the prognosis of pollutant transport and
spreading is necessary for rapid and effective implementation of the protective measures.
In real conditions the dispersion process is affected by several factors, which influence
the dispersion process as well as the hydrodynamic parameters [17]. Bottom sediment
and deposits, which change flow conditions in general (mainly by changes of streambed
form and its roughness), are some of them. Impacts of mentioned factors on the dispersion
process can be significant, especially at low flow velocities and water depths, which often
occur in sewer pipes under dry weather flows.

2. Theoretical Background

Dispersion is a very complex process. It can be described as a combination of molecu-
lar and turbulent diffusion, advection and shear [15]. Dispersion of the solute in flowing
water is caused by the non-uniform distribution of velocity resulting from differences in
geometry, roughness and kinematics. Progress of the dispersion phenomenon is charac-
terized by dispersion zones as follows: the initial mixing zone, the complete mixing zone
and the “far” field zone, where dispersion is considered as longitudinal and in this way
as one-dimensional in the flow direction. In mathematical and simulation models, the
dispersion rate is expressed by the value of dispersion coefficient. Different evaluation
procedures supported by experimental studies have been proposed for determination of
this coefficient [18,19].

Spreading and transport of chemically stable substances in flowing water is pos-
sible to describe by a one-dimensional advection–dispersion equation (ADE) with the
following assumptions:

• Homogenous concentration of substance in vertical and transversal directions, i.e.,
vertical and lateral dispersion can be neglected;

• The substance is completely soluble in water;
• The substance is conservative (the substance is not subject to chemical or biological

processes);
• Quantity of the substance is preserved during the time of transport.
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The form of this equation is:

∂C
∂t

+ vx
∂C
∂x

= Dx

(
∂2C
∂x2

)
+ Ms (1)

where C is the concentration of substance (kg·m−3), t is the time of transport (s), vx is the
longitudinal fluid velocity (m·s−1), Dx is the longitudinal dispersion coefficient (m2 s−1), x
is the distance in the longitudinal direction (m) and Ms expresses the substance sources or
sinks (kg·m−3 s−1).

An analytical solution of Equation (1) is not simply achievable. It can be gained only for
specific cases and with various mathematical approaches and conditions. One of the most
used mathematical forms is the general solution of the ADE by Socolofsky and Jirka [20],
and eventually by Fischer et al. [12] and Martin, McCutcheon, and Schottman [21]:

C =
M

A
√

Dxt
f
(

x√
Dxt

)
(2)

where M is the mass of substance instantaneously input to a stream (kg), A is the dis-
charge area of the cross section profile of a stream (m2) and f is the unknown function
(“similarity solution”).

The most-used function in the Equation (2), and in this way the most used analytical
solution for Equation (1) for simplified conditions and instantaneous solute input, has the
form [21,22]:

c(x, t) =
M

2A
√

πDxt
exp

(
− (x− u t)2

4 Dx t

)
(3)

where u is the flow velocity in x direction (m·s−1).
Equation (3) is often titled by various authors as the “standard solution”. In fact, it

represents the Gaussian response function (also used as the term Gaussian approximation
function) to the initial impulse, i.e., instantaneous (pulse) input of substance into the
stream. Hart [4] considers this function as a good estimation (approximation) of mixing
characteristics for turbulent and critical flows.

However, the form of Equation (3) assumes symmetrical spreading of substance up-
and downstream (Gauss distribution). It means that the temporary storage zones (dead
zones) or other singularities influencing substance spreading and changing the shape of the
concentration distribution curve are not taken into account [23]. Use of this approximation
in streams with presence of such singularities can be incorrect. As we discovered during
our research, the sediments in sewer pipes combined with low discharges form temporary
storage (dead) zones.

Mathematical and numerical solutions of dispersion in streams with dead zones are
widely known and described in the literature [16,24–26], as well as various impacts of
hydraulic parameters on the dispersion rate [27–29]. However, most of these solutions use
complicated mathematical apparatus and their numerical applications [24,25,30,31].

For this reason, an alternative function based on the asymmetrical substance spreading
assumption has been used for the 1-D analytic solution of the ADE. This function comes
from the Gumbel statistical distribution [32]:

c(x, t) =
M

A
√

Dx,Gt
exp

[
x− u t√

Dx,Gt
− exp

(
x− u t√

Dx,Gt

)]
(4)

where Dx,G is the longitudinal dispersion coefficient (m2 s−1) used in this Gumbel’s ap-
proximation model.

Both the Gaussian approximation model (Equation (3)) and the Gumbel’s approxi-
mation model (Equation (4)) are two-parametric models, where the first parameter is the
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dispersion coefficient and the second parameter is the peak time (mean), expressed through
the velocity of water flow u.

Even better results and conformity between models and data from real conditions
can be obtained using the three parametric Generalised Extreme Value (GEV) distribution
model [32]:

c(x, t) = M
A
√

Dx,GEV t
z(t)ξ+1 e−z(t)

z =

(
1 + ξ

(
v·t−x√
Dx,GEV t

))− 1
ξ (5)

where Dx,GEV is the longitudinal dispersion coefficient (m2 s−1) used in the GEV distri-
bution model and ξ is the so-called shape parameter. This shape parameter expresses
the asymmetry of the concentration distribution in time. A “neutral” value of the shape
parameter, which corresponds to the shape of the Gaussian approximation function, is
−0.288. A lower value than −0.288 of the shape coefficients should not occur. Higher
values of this coefficient are caused by dead zones and corresponding asymmetricity of the
concentration distribution in time (represented by longer “tails” of the time concentration
curves). Higher values of the shape parameter ξ in this way indirectly characterise the
extent of dead zones.

It is necessary to mention that the last two approximation models try to describe the
dispersion phenomenon numerically and their physical meaning is limited. On the other
hand, such an approach corrects the postulate of a symmetrical movement of particles in
flow upstream and downstream, which is distorted by the dead zones.

3. Materials and Methods

Our experiments were performed in the hydraulic laboratory of the WUT (Warsaw
University of Technology, Poland). All laboratory experiments were done in a flume with
a circular cross section in the form of a pipe. The length of the pipe was 12 m, its inner
diameter was 250 mm, and slope of the pipe was 5‰. Material of the pipe was smooth
transparent plastic. There were openings at the top of the pipe in 2 m intervals enabling
manipulation with measuring devices inside the pipe as well as the sediment insertion
and retrieval.

There was a storage tank at the pipe beginning, from which water flows gravitationally
(while maintaining a constant water level) into the circular pipe. Laboratory flume ends
by a free outfall to another storage tank with an outlet in the tank bed (Figure 1). In all
experiments, the pipe was only partially full, so there was a free water flow (free water
surface and water–air interface).
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Tracer injection Measurement 
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Figure 1. Scheme of the experimental device.

For all experiments, drinking water was used (with no recirculation) and in this way
the problem with changes in background concentration was eliminated. Discharge was
measured individually for each set of experiments and was regulated with a lever valve.

To create real hydraulic conditions, including the sediments and deposits in sewer
pipes, we inserted sand with different granularities and in different layer thicknesses into
the pipe. We used a sand of fraction in range 0.6–1.2 mm. To create conditions similar
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to those in real sewer pipes, we spread rougher material (fine gravel) on the top of the
smoother sand layer. The sand and top gravel layer was spread and finely compacted.
Prior to the experiments, water flowed through the pipe for about 20 min to saturate the
sand layer and to form the surface of the sand layer. After such preparation of the sediment,
the sediment layer was fixed and did not move during the experiments. All experiments
were performed with fixed sediment, starting with minimal flow rate. The flow rates were
stepwise increased, until a movement of sediment (erosion) was observed. After this, the
experiments were stopped to prevent the wash-out of the sediment layer.

Water depth was measured with a special contact gauge. Such measurements proved
to be relatively inaccurate due to problems with determining the sediment–water interface
as well as the flow disintegration and forming of flow with different depths across the pipe
width (dead zones forming). Because of this, the water depths, given in the text below, are
values numerically derived from the hydraulic parameters (discharge/flow width). These
values correspond with the physically measured water depth values.

We performed 4 sets of experiments with different layer thicknesses. The first set
of experiments was performed with the sediment layer of 0 mm (no sediments), then
3.4% of the pipe diameter was filled with sand sediment (layer thickness = 8.5 mm).
The next sets were done with 10% and 14% sediment filling of the pipe diameter (layer
thickness = 25 mm and 35 mm, respectively). For each sand layer thickness, a set of tracer
experiments was done with different flow rates ranging from 0.14 L·s−1 up to 2.5 L·s−1.
The limit value of the maximum flow rate used during experiments was determined for
each set of experiments individually with respect to to the sand wash-out.

Tracer experiments were performed using Rhodamine WT and kitchen salt (sodium
chloride, NaCl) as tracers. The tracer mixture was prepared by adding 1 kg salt (mixed and
completely dissolved in water) and 0.05 mL of the Rhodamine WT tracer (20% solution)
into 10 L water. For each experiment, 0.1 L of this solution mixture was used. For the
measurement of concentration distribution in time, we used a fluorometric and a con-
ductivity probe placed at the pipe end, approximately 200 mm before its end. Tracers
were discharged instantaneously and manually at the inlet of pipeline from the upstream
storage tank.

Each tracer experiment (grouping different discharges and layer thicknesses) was
redone five times. Data with 1 s step were recorded electronically and digitally in the
storage unit of the corresponding gauge.

It is worth mentioning that in the consequent evaluation process we used only the
measured data from the fluorometric probe, because we found that this probe responded
quicker to the concentration changes. Its response time was almost imperceptible, while the
response of conductivity probe was about 2–3 s, so values measured by the conductivity
probe were probably time-averaged by the device software.

4. Results

One dataset was created by five tracer experiments that were performed with the
same flow rate and sand layer thickness. Figure 2 illustrates an example of such a dataset.
In total, 23 tests were conducted with flow rate range from 0.14 L·s−1 up to 2.5 L·s−1 and
Reynold’s number ranging from 467 up to 18,463.

The flow velocity in particular experiments was determined based on the characteristic
concentration distribution points, according to Li, Abrahams, and Atkinson [33] and
Elder [34]. For each experiment, the characteristic times were determined, namely the
peak time Tp and the centroid time Tc (see Figure 2). Corresponding velocities were
set up based on the circular pipe length and by the corresponding time, i.e., up = L/Tp,
uc = L/Tc. The peak velocity up was used for the dispersion coefficient evaluation according
to Equations (3)–(5) and the centroid velocity uc was used for determination of all other
parameters (e.g., the Reynolds number Re).

To determine the dispersion parameters, each measured tracer experiment was evalu-
ated according to Equations (3)–(5). A statistical approach was used for evaluation of the
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results. The optimal set of dispersion parameters is determined by the best approximation
between measured and modelled data. This was achieved by finding the minimal root
square mean error (RMSE). For the numeric optimisation procedure, the function Solver
built into the MS Excel environment was used.
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Figure 2. Example of (a) a dataset and (b) the detail of one experiment concentration distribution in time (Tp—peak time,
Tc—centroid time, RFUB—Raw Fluorescence Units Blanked).

All values of parameters determined from five tracer experiments were averaged. An
example of raw data and averaged (approximated by Equations (3)–(5) data is shown in
Figure 3. Data in this figure are normalised, i.e., concentration with respect to the maximum
(peak) concentration cmax and the time axis with respect to the time, corresponding to the
peak concentration tc,max.
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Figure 3. Example of a raw and averaged (approximated) data (experiment Nr. 2.4).

It is difficult to determine the total measurement uncertainty because of the partial
uncertainties (e.g., particular devices, flow rate, concentration, timing uncertainty). The
overall measurement uncertainty can be estimated by the standard deviation of particular
results evaluating all experiments. The average normalised standard deviation for the peak



Water 2021, 13, 3168 7 of 18

concentrations was 4.68%, for the peak time 1.04% and for the Dx determination about 5.3%
(Gauss 5.3%, Gumbel 5.2% and GEV approximation 5.4%).

The complete averaged results for each dataset are summarized in Table 1. The
Reynolds number was calculated according to Rapp [35]:

Re =
ρ uc d

η
=

uc d
υ

(6)

where ρ is the water density (kg·m−3), η is the dynamic viscosity of water (Pa·s), ν = η/ρ
is the kinematic viscosity of water (m2·s−1) and d is the characteristic dimension (m).
Generally, in the free surface flow theory, as the characteristic dimension can be used: the
depth [36], hydraulic radius [37], water depth or the smallest channel dimension [35]. For
our calculations, the hydraulic radius was used.

Table 1. Summary of the tracer experiments results.

Sediment Exp.
Nr.

Discharge Water
Depth

uc up Dx Dx,G Dx,GEV ξ Re Pe Dx,d
NRMSE

Gauss Gumbel GEV

(-) (L·s−1) (mm) (m·s−1) (m·s−1) (m2·s−1) (m2·s−1) (m·s−1) (-) (-) (-) (-) % % %

0 mm

0.1 0.145 10.4 0.197 0.211 0.0110 0.0158 0.016 0.020 1933 0.12 11.81 5.44 0.83 0.77

0.2 0.422 15.5 0.282 0.293 0.0078 0.0131 0.013 −0.038 4120 0.36 4.68 4.46 1.55 1.33

0.3 0.505 19.6 0.312 0.324 0.0082 0.0138 0.014 −0.027 5761 0.48 3.54 4.87 1.54 1.36

0.4 0.839 24.0 0.349 0.361 0.0081 0.0137 0.014 −0.080 7907 0.66 2.61 3.98 1.82 1.16

0.5 1.170 29.6 0.372 0.385 0.0098 0.0167 0.017 −0.153 10,382 0.70 2.50 3.29 3.40 1.87

0.6 1.628 34.4 0.384 0.397 0.0105 0.0178 0.019 −0.167 12,454 0.79 2.26 3.78 4.24 2.71

0.7 2.237 40.3 0.444 0.458 0.0137 0.0235 0.025 −0.238 16,881 0.81 2.31 3.40 5.59 3.17

8.5 mm

1.1 0.147 7.7 0.168 0.181 0.0149 0.0262 0.026 −0.005 1217 0.08 23.23 6.01 1.23 1.22

1.2 0.410 16.6 0.216 0.232 0.0098 0.0164 0.016 0.003 3399 0.28 5.98 4.97 0.98 0.96

1.3 0.589 20.6 0.244 0.270 0.0081 0.0138 0.014 0.024 4733 0.45 3.82 3.98 2.15 2.10

1.4 0.799 24.7 0.284 0.306 0.0078 0.0134 0.013 −0.024 6615 0.61 2.82 3.87 2.55 2.42

1.5 1.114 30.7 0.330 0.343 0.0078 0.0134 0.014 −0.118 9542 0.82 2.14 3.10 3.13 2.39

25 mm

2.1 0.140 5.9 0.139 0.157 0.0221 0.0380 0.038 −0.004 775 0.03 49.88 6.70 1.58 1.57

2.2 0.392 14.3 0.166 0.181 0.0130 0.0216 0.022 0.090 2241 0.15 10.84 7.06 2.39 1.85

2.3 0.600 18.1 0.210 0.220 0.0078 0.0134 0.014 −0.107 3586 0.39 4.43 3.68 2.38 1.40

2.4 0.794 20.2 0.252 0.260 0.0069 0.0118 0.012 −0.158 4800 0.58 3.04 2.98 3.29 1.33

2.5 1.227 24.6 0.324 0.330 0.0073 0.0126 0.013 −0.188 7519 0.82 2.18 2.84 4.04 1.44

35 mm

3.1 0.141 8.4 0.059 0.084 0.0431 0.0686 0.077 0.318 467 0.01 173.08 8.34 5.02 3.79

3.2 0.410 14.2 0.138 0.155 0.0149 0.0248 0.025 0.007 1847 0.11 14.61 6.96 3.92 3.76

3.3 0.633 18.2 0.178 0.188 0.0097 0.0167 0.017 −0.156 3052 0.28 6.37 4.62 4.61 3.43

3.4 0.876 21.1 0.217 0.224 0.0082 0.0141 0.015 −0.163 4321 0.46 3.89 3.66 4.04 2.22

3.5 1.280 25.6 0.263 0.270 0.0087 0.0150 0.016 −0.184 6352 0.61 2.96 2.91 3.97 2.10

3.6 2.070 30.2 0.356 0.370 0.0119 0.0205 0.021 −0.156 10,130 0.68 2.62 3.22 3.67 2.49

For more detailed specification of the experiment results this table also shows the
Péclet’s number, which is defined as

Pe =
uc R
Dx

(7)

where Pe is the Péclet’s number (-), uc is the water flow velocity (m·s−1), R is the hydraulic
radius (m) and Dx (Dx, GEV, respectively) is the longitudinal dispersion coefficient (m2 s−1).
The Péclet’s number shows the ratio of advective to diffusive transport in fact. The values
of Pe in the Table 1 are calculated with the Gaussian dispersion coefficient value according
to Equation (3).
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Another parameter listed in the Table 1 is the dimensionless dispersion coefficient
Dx,d[-]. This coefficient is defined by [4]

Dx,d =
Dx

d ·uc
=

Dx

R ·uc
(8)

where Dx (Dx, GEV, respectively) is the longitudinal dispersion coefficient (m2 s−1), d is
a characteristic dimension (m); in general, the hydraulic radius R (m) can be used as a
characteristic dimension, uc is the flow velocity, based on centroid time (m·s−1).

The fit between the measured values and the particular approximation functions
(Gauss, Gumbel, GEV approximation functions) was evaluated using standard statistical
method root mean square error (RMSE) and the normalised RMSE (NRMSE). The NRMSE
values were in range 0.77–7.06%, whereas the average NRMSE value for the Gauss ap-
proximation function (Equation (3)) was 4.45%, for the Gumbel approximation function
(Equation (4)) 3.03% and for the GEV approximation function (Equation (5)) 2.10%.

The NRMSE columns in the Table 1 documents the root mean square errors for
particular approximation methods (Gaussian, Gumbel and GEV). The normalised root
mean square errors (RMSE) according to particular approximation methods in this table
are also graphically shown in Figure 4.
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Figure 4. Normalised root mean square error (NRMSE) for (a) the Gaussian approximation function according to
Equation (3), (b) the Gumbel approximation function according to Equation (4) and (c) the GEV approximation according
to Equation (5).

Graphical presentation and evaluation of relations between dispersion coefficient and
basic hydraulic parameters (flow velocity and Reynolds number) on the basis of results of
the experiments are shown in Figures 5–7.
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Figure 5. Relationship between Dx and uc from tracer experiments results. Dx is evaluated according
to Gaussian approximation function (Equation (3)).
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to Gaussian approximation function (Equation (3)).
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Illustration of the sediment impact on the dispersion process and its parameters is
documented on following figures. The cumulative mixing response is documented in
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Figure 8 in form of the cumulative residence time distribution (CRTD). The displayed
curves represent the statistically processed and averaged approximations for particular
experiments.

Table 2. Experiment groups.

Experiment
Group

Exp.
Nr.

Sediment
Thickness Q uc up Dx Dx,GEV ξ Re Pe Dx,d

(-) (-) (mm) (L·s−1) (m·s−1) (m·s−1) (m2·s−1) (m2·s−1) (-) (-) (-) (-)

(a)

0.1 0 0.145 0.197 0.211 0.011 0.0158 0.020 1933 0.12 8.20

1.1 8.5 0.147 0.282 0.181 0.015 0.0262 −0.005 1217 0.08 13.23

2.1 25 0.140 0.312 0.157 0.022 0.0380 −0.004 775 0.03 29.06

3.1 35 0.141 0.349 0.084 0.043 0.0785 0.318 467 0.01 102.37

(b)

0.2 0 0.422 0.372 0.293 0.008 0.0132 −0.038 4120 0.36 2.76

1.2 8.5 0.410 0.384 0.232 0.010 0.0164 0.003 3399 0.28 3.58

2.2 25 0.392 0.444 0.181 0.013 0.0217 0.090 2241 0.15 6.52

3.2 35 0.410 0.168 0.155 0.015 0.0248 0.007 1847 0.11 8.80

(c)

0.3 0 0.505 0.216 0.324 0.008 0.0139 −0.027 5761 0.48 2.10

1.3 8.5 0.589 0.244 0.270 0.008 0.0138 0.024 4733 0.45 2.25

2.3 25 0.600 0.284 0.220 0.008 0.0136 −0.107 3586 0.39 2.55

3.3 35 0.633 0.330 0.188 0.010 0.0172 −0.156 3052 0.28 3.57

(d)

0.4 0 0.839 0.139 0.361 0.008 0.0139 −0.080 7907 0.66 1.53

1.4 8.5 0.799 0.166 0.306 0.008 0.0135 −0.024 6615 0.61 1.64

2.4 25 0.794 0.210 0.260 0.007 0.012 −0.158 4800 0.58 1.72

3.4 35 0.876 0.252 0.224 0.008 0.015 −0.163 4321 0.46 2.19
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Figure 8. Results of tracer experiments—normalised cumulative residence time distribution (CRTD). The particular image
tagging (a–d) corresponds with the experiment groups in Table 2.

Evaluation of the data showed that the GEV approximation (Equation (5)) is signifi-
cantly more accurate than the Gaussian approximation (Equation (3)), which is documented
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in Figure 4. Therefore, in Figure 8 are results evaluated by the GEV approximation. For bet-
ter illustration, the curves are divided into four groups according to hydraulic conditions,
i.e., with similar discharge and corresponding flow velocity. The particular experiment
groups, i.e., cases (a)–(d) and corresponding parameters are defined in Table 2. Similarly,
as mentioned earlier, also in this Figure (Figure 8) the data are normalised—dimensionless
cumulative mass fraction considering to the total tracer mass and the time axis with respect
to the time, corresponding to the peak concentration (tc,max).

The dimensionless cumulative mass fraction is defined as

F(t) =
∑i=t

i=0 Q·ci ∆t

∑i=∞
i=0 Q·ci ∆t

=
∑i=t

i=0 Q·ci ∆t
M

(9)

where F(t) is the dimensionless cumulative mass fraction (-), c is the substance concentration
(kg·m−3), Q is the flow rate (m3·s−1).

The normalised concentration distributions in time for the experiment groups, as
defined in Table 2, are shown in Figure 9. The concentration was normalised similar as in
Figure 3.
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Figure 9. Results of tracer experiments—normalised concentration distributions in time. The particular image tagging
(a–d) corresponds with the experiment groups in Table 2.

Further graphical documentation of the experiment results is shown in Figure 10. In
this case the experiment groups (a)–(d) are also divided according to Table 2. Mass normal-
isation was used, i.e., in all cases the total tracer mass corresponds to one dimensionless
unit; the time is not normalised. The dimensionless mass normalised concentration is
defined as

cd(t) =
Q·c(t) ∆t

∑i=∞
i=0 Q·ci ∆t

(10)

where cd (t) is the dimensionless mass normalised concentration (-), c (t) is the substance
concentration in time t (kg·m−3), Q is the flow rate (m3·s−1).
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Figure 10. Results of tracer experiments—mass normalised concentration distributions in time, time is without normalisation.
The particular image tagging (a–d) corresponds with the experiment groups in Table 2.

As a supplement of this study and for practical use of the results of all these ex-
periments, we created an approximation equation, which makes it possible to predict or
estimate the value of the dimensionless dispersion coefficient Dx,d (-) for use with the
Gaussian approximation function (Equation (3)) on the basis of the Re values and the
proportion of the sediment layer thickness and pipe diameter:

Dx,d = Dx
d ·uc

= C1· Re−3.409 + C2

C1 = 7.41 ·1012
(

ts
dp

)2.393
+ 1

C2 = −2.627
(

ts
dp

)−0.147
+ 1.94 ·105Re−1.349 + 0.53

(11)

where ts is the sediment layer thickness (m) and dp is the pipe diameter (m).
A similar approximation equation was created for the use with the Gumbel’s approxi-

mation function (Equation (4)):

Dx,d =
Dx,G
d ·uc

= C1· Re−2.514 + C2

C1 = 1.15 ·1012
(

ts
dp

)4.161
+ 1

C2 = −3.788
(

ts
dp

)−0.031
+ 1.55 ·106Re−1.572 + 1.477

(12)

The Dx,d approximation according to Equations (11) and (12) can be used within the
range of our experiments, i.e., in the range of Reynolds number from 400 up to 16,000 and
for the ratio of the sediment layer thickness related to the pipe diameter from zero (no
sediment) up to 0.14. The normalised root mean square error (NRMSE) between the values
of the proposed approximation equation (Equation (11)) and our experiment results for
the Gaussian approximation function is 0.37%, the correlation coefficient between both
datasets is very close to 1 (R = 0.99984). An example of the approximation equation result
is presented in Figure 11. For the Gumbel approximation function, the NRMSE is 0.26%
and the correlation coefficient between both datasets is R = 0.99993.
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Figure 11. Results of the Dx,d–Gaussian approximation function according to Equation (11), H/D is
the sediment/pipe diameter ratio.

As shown in Table 1, both values are very similar, almost identical. During our
research we found a linear dependency between both dispersion coefficients in form
Dx,GEV = 1.059 Dx,G − 0.0007 with correlation coefficient R2 = 0.9983. This is probably due
to the fact that the Gumbel distribution is a particular case of the GEV distribution. For
this reason, the value of the dispersion coefficient Dx,GEV (GEV approximation function)
can be used as a substitution for the value of the dispersion coefficient Dx,G (Gumbel
approximation function).

The prediction of the shape parameter ξ is very uncertain, because this parameter
is expressing the extent of dead zones, so it is difficult to quantify and to estimate this
parameter in advance. However, in our research we found a dependence of this shape
parameter ξ on the Reynold’s number (Re) in form ξ = 3.88 × Re−0.318 − 0.354 (correlation
coefficient R2 = 0.801).

5. Discussion

In this part of our study, we will try to answer to the objectives defined in the intro-
ductory part of this paper.

The first issue discussed here should be the question as to whether the laboratory
results are influenced by the initial mixing zone. Based on the description of the lab
experimental device, it is clear that we used only one concentration measuring device
located at the end of the flume. Thus, the total flume length, in which the tracer dispersion
took place, also includes the initial mixing zone, where the longitudinal mixing process
was affected by the vertical and lateral mixing. However, the measurement sensors were
deployed out of the initial mixing zone.

Differences between experiments with and without an initial mixing zone can be
found in the literature. Rieckermann [7] describes set of experiments focused on the
determination of the dispersion coefficient in sewer networks at the time of low flows
during dry weather periods. There were two types of experiments—with initial mixing
zone (referred as the type 0–2) and without initial mixing zone (referred as the type 1–2).
Authors of the mentioned paper found average relative deviation between both types
of experiments −12% with no apparent bias and conclude that the estimated dispersion
coefficients of both methods are considered equivalent and the impact of the initial zone
can be neglected. On the other hand, it must be acknowledged that the distances and
travel times were significantly greater compared with our lab experiments. Based on the
visual observation (the flume was made from transparent plastics), the initial zones in
flume without sediments was very short, up to 150 mm. In the case of the experiments
with sediments, the vertical mixing was very fast because of the small water depths; lateral
mixing took place on a longer length, approx. 200–300 mm. As stated below, a problem in
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the lateral mixing was the disintegration of the coherent fluid flow to smaller streams due
to the sediment surface irregularities.

The goal of our research was not to determine the absolute or accurate value of
the dispersion coefficient, but study, describe and quantify the sediment impact on the
dispersion process in sewers. Because of this, the degree of uncertainty and possible errors
influenced all experiments (with and without sediments) in the same way but it did not
affect the mutual comparison of the particular experiment results. On the other hand, the
results and range of the longitudinal dispersion coefficient values (and also Equation (11))
obtained from these experiments are useable within the range of conditions in which they
were performed.

The first objective was to investigate how the sediments affect the flow and dispersion
processes in a sewer network in hydraulic conditions of small discharges, velocities and
shallow depths. As shown in Figure 5, the value of the dispersion coefficient decreases
concurrently as the flow velocity and flow rate decreases. However, this applies until a cer-
tain flow velocity is reached and further velocity decrease causes increase of the dispersion
coefficient. The inflexion (turning) point in our experiments occurred at velocities ranging
from 0.2 to 0.3 m·s−1, more generally expressed in the Reynold number range from 4000
up to 6000 (see Figure 6).

We assume that this phenomenon results from specific hydrodynamic flow conditions,
which are caused by shallow water depths and by the irregularities of the sediment surface
(even though the surface prior the experiments was carefully trimmed and levelled, during
the experiments the sediment smooth surface was slightly eroded by water flow). In
extreme cases, if the water depth is smaller than the sediment surface irregularities, the
flow can be disintegrated into several smaller streams (bifurcation). This flow disintegration
causes high differences of velocity distribution in the cross section profile (the velocity zone
near the sediment top impacts the vertical velocity profile; transversal velocity profile is
highly irregular due to sediment surface irregularities).

As mentioned above, the sand sediment was trimmed carefully, but before the experi-
ments water was flowing for approx. 20 min to saturate the sand and form the surface level
of sediment; so, the irregularities are part of a natural process. It is reasonable to assume
that the same process takes place in real sewers. In such cases, the results of dispersion
experiments depend on the character of the sediment top layer; they could be very variable
and depend on the roughness, thus on the sediment composition and form [38,39]. The
character of the sediment top is also subject to temporary changes. In a combined sewer
system, the sediment could be washed out during the rain events; in contrast, in dry
weather seasons the sediment layer is build-up as the top layer is formed. In real sewer
environments, the top layer is formed from organic material and bacterial biofilm and its
amount decreases with increasing shear stress [40]. Due to the proportion of fine sediments
and biofilm on the surface and their hydraulic conductivity [41], we can assume that no
significant subsurface (hyporheic) flow will be formed in the sediments, so the subsurface
flow does not form a significant proportion of dead zones.

The second objective was to determine, if under such hydraulic conditions, transient
storage zones (dead zones) are formed. The flow disintegration and forming of flow with
different depths make conditions for creation of dead zones. This can be stated based on
the experimental results presented in Figures 8 and 9.

CRTD curve shape differences in Figures 8 and 9 clearly demonstrate this. A typical
feature of dead zones, the asymmetrical shape of the curves, is especially visible in the case
of small flow velocities in Figures 8a and 9a. However, in the experiment group with very
low discharges, group (a), the curves are more “flat” and can be characterised as similar
to the “complete mixing” or “dead water” cases, as described by Danckwerts [42]. With
increasing discharges, cases (b)–(d), the differences become smaller and curves become
closer to the case of “piston flow with some longitudinal mixing” [42].

Similar characterisation can also be applied for the experiment groups shown in
Figure 9. Discharge decrease causes the normalised concentration distributions which in
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time become “flatter” with longer “tail” (case (a)), whereas the curves for higher discharges
are “steeper” with quick increase and decrease of the concentrations (cases (b)–(d).

The ratio of dead zones to the active flow zones and in this way also the impact of dead
zones increases with decreasing flow rate and increasing sediment thickness. The cause
for this is that the water depth decrease makes the area of active zones smaller, whereas
the area of dead zones stays approximately the same. Thus, the ratio between the active
and passive (dead) zones is decreasing and dead zones start to significantly influence the
dispersion process.

The consequent question is whether the Gaussian approximation function is an ap-
propriate approximation for the dispersion process description under stated hydraulic
conditions. To evaluate the measured data, the root mean square error (RMSE) between
measured values of tracer concentration and concentration modelled by empirical solu-
tions of ADE was evaluated for each experiment and averaged for particular experiment
sets. For these purposes, we evaluated the match of the measured data with the Gaussian
approximation function according to Equation (3) and the GEV approximation according to
Equation (5). Data from the Gumbel’s approximation by Equation (4) were very similar to
the GEV approximation results, so we present only the GEV approximation; the coefficients
obtained using the Gumbel approximation function are presented in Table 1. The results
are shown in Figures 4 and 12.
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Figure 12. Difference of the normalised root mean square error (NRMSE) between the Gaus-
sian approximation function according to Equation (3) and the GEV approximation according to
Equation (5).

As can be seen in Figure 4, the Gaussian approximation function (Figure 4a) is more
precise in a higher range of the velocities and Reynolds number (within the range of our
experiments), whereas the Gumbel as well as the GEV approximation (Figure 4b,c) are
more precise in lower range of velocities and Reynolds number. It should be noted that
the GEV approximation was in all cases more precise than the Gaussian approximation
function. This is due to the fact that the GEV approximation is a three-parametric function
which is more adaptable to different hydraulic conditions, including the occurrence of dead
zones. The difference between the normalised root mean square error (NRMSE) of both
approaches is shown in Figure 12.

As can be seen in this figure, the difference between the NRMSE is significant in the
lower range of the Reynolds number from 0 up to 6000 (12,000 eventually, in the case
of no sediment); in the higher range of Reynolds numbers the difference between both
approaches is less than 1%. Based on this comparison, we recommend the use of the
Gaussian approximation function (Equation (3)) within the range of Reynolds number
Re > 12,000.
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6. Conclusions

This paper describes and presents results of experiments focused on pollution trans-
port and dispersion in conditions of flow with low water depth and velocity in sewers with
bottom sediment and deposits. Such conditions occur very often in separate sewer systems
or in combined systems during dry weather periods.

This study answers three questions which were asked during our research. The first
question was how the sediments influence the flow and dispersion processes in the above-
described hydraulic conditions. The results of this study showed and confirmed that the
value of the coefficient Dx for the case of circular sewer pipe with sediment and deposits
decreases almost linearly to a certain limit (inflexion point), which is individual for each
particular sediment thickness. Below this limit, the value of the dispersion coefficient rises
again. The inflexion point in our experiments occurred at velocities ranged from 0.2 to
0.3 m·s−1, in the Reynold number range from 4000 up to 6000. From the results it can be
assumed that at higher layers of sediments the inflexion point occurs at a lower value of Re.
This means that the dispersion process depends on the sediment layer thickness and also
on the character of the sediment top layer. In real sewer environments, the character of the
sediment top layer is subject to temporary changes, e.g., the sediment could be washed out
during the rain events in combined sewer system; in contrast, in dry weather the sediment
layer is built up as the top layer is formed. This could be a future research objective, as well
as the comparison of the laboratory experiment results with results in real sewer networks.

The second objective relates to the presence of temporary transitional (dead) zones and
their impact on dispersion processes. The abovementioned flow disintegration and forming
of flow with different depths make conditions for dead zones forming and occurrence.
Analysing the experimental results, it can be stated that the ratio (and in this way the impact)
of dead zones increases with decreasing flow rate and increasing sediment thickness in a
pipe. The cause for this is that the water depth decrease causes the change of ratio between
areas of active zone and dead zones, and thus the decreasing ratio between the active and
passive (dead) zones starts to significantly deform the shape of the output concentration
distribution in time of the dispersion process.

The final research objective was to assess validity or suitability of the Gaussian ap-
proximation function application in conditions of analysed hydraulic experiment, i.e.,
low flows in sewer pipe with bottom sediment. There we evaluated the accuracy of the
Gaussian approximation function and the GEV approximation by using the NRMSE for
both approaches. The GEV approximation was in all cases more precise than the Gaussian
approximation function. This is due to the fact that the GEV approximation is a three-
parametric function, so it is more adaptable to different hydraulic conditions, including
the occurrence of dead zones. The difference between both approaches is significant in
the lower range of the Reynolds number, thus we recommend the use of the Gaussian
approximation function within the range of Reynolds number Re > 12,000. In all other cases
(Re < 12,000) a different approach should be used, respecting the influence of transient
storage zones.

As a supplement of this study, an approximation equation, which allows the estimation
of the value of the dimensionless dispersion coefficient Dx,d, was created. It is a function of
the Reynolds number, sediment thickness and pipe diameter. The proposed approximation
equation fits very well with the results (NRMSE = 0.37%) and allows us to predict the
value of the dimensionless dispersion coefficient Dx,d within the range of the experimental
conditions, as described in this paper.
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