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Abstract

:

Designing water infrastructure requires information about the magnitude and frequency of upcoming rainfall. A limited range of data offers just one of many realizations that occurred in the past or will occur in the future; thus, it cannot sufficiently explain climate internal variability (CIV). In this study, future relationships among rainfall intensity (RI), duration, and frequency (called the IDF curve) are established by addressing the CIV and tail characteristics with respect to frequency. Specifically, 100 ensembles of 30-year time series data were created to quantify that uncertainty. Then, the tail characteristics of future extreme rainfall events were investigated to determine whether they will remain similar to those in the present. From the RIs computed for control and future periods under two emission scenarios, following are the key results. Firstly, future RI will increase significantly for most locations, especially near the end of this century. Secondly, the spatial distributions and patterns indicate higher RI in coastal areas and lower RI for the central inland areas of South Korea, and those distributions are similar to those of the climatological mean (CM) and CIV. Thirdly, a straightforward way to reveal whether the tail characteristics of future extreme rainfall events are the same as those in the present is to inspect the slope value for the factor of change (FOC),    m  F O C    . Fourthly, regionalizing with nearby values is very risky when investigating future changes in precipitation frequency estimates. Fifthly, the magnitude of uncertainty is large when the data length is short and gradually decreases as the data length increases for all return periods, but the uncertainty range becomes much greater as the return period becomes large. Lastly, inferring future changes in RI from the CM is feasible only for small return periods and at locations where    m  F O C      is close to zero.
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1. Introduction


Designing water infrastructure to ensure its safety and longevity while attaining its intended purpose requires information about the magnitude and frequency of upcoming rainfall and floods. The relationships among rainfall intensity, duration, and frequency (called the IDF curve) have been generally established and are reflected in the designs for water infrastructure. However, the IDF curves currently applied in practice were mostly developed under the assumption that the statistics of extreme rainfall events would remain unchanged over time [1,2,3,4,5]. In the context of climate change, an analysis with such a stationary assumption can significantly overestimate or underestimate the magnitude and frequency of extreme events [2,6], which will affect water infrastructure designed based on stationary IDF curves. Therefore, the IDF curve should be modified to accommodate possible climate change effects and, thereby, reduce the risk inherent in water infrastructure design.



The essential information needed to construct a future IDF curve is future precipitation, which is usually provided by a global climate model on a daily basis; curves for a smaller time scale must go through a downscale process. Usually, IDF curves at smaller scales are derived indirectly by searching for scaling factors in the relationships of IDF curves at larger and smaller scales and assuming that they will not change in the future [7,8,9]. Another option is to calculate the IDF curve directly after creating a small-scale time series using methods, such as random multiplication cascades [10], the fragment method [11,12], and K-nearest neighbor [13]. That process is now important because short durations of extreme rainfall could increase more significantly than longer durations of extreme rainfall [14,15,16], and the degree of annual fluctuation in the former is greater than that in the latter [17]. Therefore, better understanding future changes in rainfall intensity on a scale of less than a day will play a crucial role in predicting the magnitude and frequency of future floods and designing hydrologic structures accordingly [18,19,20].



The construction of an IDF curve generally involves determining which probability distribution is suitable for the annual maximum precipitation time series and then calculating the magnitude of extreme precipitation that corresponds to the frequency of occurrence at the upper part of that cumulative distribution function. Therefore, to investigate how the IDF curve characteristics are likely to change in the future, it is necessary to study the tail characteristics (i.e., light/thin tail or heavy/thick tail) of the fitted distribution [21]. Those tail characteristics are related to the values of the scale and the shape parameters of the fitted distribution, and many previous studies have made inferences about future changes to them [22,23,24,25]. However, no one has investigated whether tail changes in a large return period correspond directly to those in smaller return periods. It is necessary to look carefully at whether the current and future tail characteristics stay the same as the return period varies.



One source of uncertainty associated with the development of future IDF curves is climate internal variability (CIV) [26,27,28,29,30,31,32,33]. Many regions do not have rainfall data for a long enough period to reflect CIV while maintaining stationarity. In general, data collected across a 30-year period can easily represent the climatological mean (CM), but it is challenging to estimate which of the extreme properties in such data are caused by CIV. Therefore, it is obligatory to quantify the uncertainty in the CIV when only a short range of data is available by comparing similarly calculated precipitation frequency estimates made using sufficiently long data collection periods. Those long data collection periods can be generated from many ensembles that identically reproduce the probabilistic-statistical characteristics of currently held data [17,31,33,34,35,36], allowing the CIV related to stochasticity and its uncertainty to be estimated.



The CM, often calculated as a 30-year average, is a common indicator in climate studies [17,37,38,39,40,41]. Even if data are available for less than 30 years, the CM can provide a stable convergence value. However, an indicator of the degree of variability across a 30-year period cannot represent the magnitude of the actual variability and is highly challenging to estimate. Therefore, being able to infer future changes in variability with high uncertainty (i.e., precipitation frequency estimates) using only information about future changes to the stable CM will be of great help in understanding future IDF curves.



In this study, daily-scale future precipitation data were obtained from eighteen global climate models (see Table S1), and then 30-year hourly rainfall ensembles were generated using a stochastic weather generator. Each ensemble was reconstructed with specific durations for the control and three future periods under two emission scenarios: the representative concentration pathway (RCP) 4.5 and 8.5, and then a frequency analysis of annual maximum precipitation was performed for forty locations across South Korea. We focus on: (1) estimating future changes in precipitation frequency estimates for each location; (2) comparing the tail characteristics of precipitation extremes in future periods with those in the control period in terms of the return period; (3) investigating how CIV affects precipitation frequency estimates; and (4) investigating the relationship between future changes in precipitation frequency estimates and future changes in the CM.




2. Methodology


To generate hourly ensemble time series that reflect CIV and assess precipitation frequency estimates for the present and future, we used the Advanced Weather Generator (AWE-GEN) [42,43]. We used four time windows, one for the present (1981–2010) and three for the future (2011–2040, 2041–2070, and 2071–2100) in this study. The method we used to generate the hourly ensemble members for the precipitation time series for the present and future periods and our method for making frequency estimates for various durations and return periods are briefly described in the following paragraphs.



	
The first task was to estimate the AWE-GEN parameters for the observed period, 1981 to 2010 (hereinafter referred to as OBS) using hourly rainfall in South Korea. The hourly time series data were collected from 40 gauge stations with an hourly record of climate variables for at least 30 years, and potential errors were examined carefully [34]. Those data are available from the Automated Surface Observing System operated by the Korea Meteorological Administration (https://data.kma.go.kr/data/grnd/selectAsosList.do?pgmNo=36, accessed on 12 December 2020). The hourly data were then used to estimate the 76 parameters of the Neyman-Scott Rectangular Pulse model in AWE-GEN. More detailed information about the Neyman-Scott Rectangular Pulse structure and parameters can be found in Fatichi, Ivanov, and Caporali [43] and Kim, Ivanov, and Fatichi [33].



	
The next step was to estimate the AWE-GEN parameters for the future periods using two RCP scenarios for each of the stations used in step 1. Using daily rainfall data simulated by eighteen global climate models (see Table S1) from the fifth phase of the Coupled Model Inter-comparison Project for the future periods, the rainfall statistics of mean, variance, skewness, and frequency of non-precipitation (for a total of 158 statistics, refer to Kim, Ivanov, and Fatichi [33]) were computed and compared. The eighteen global climate models were specifically selected because they consistently provide daily rainfall data for all periods and maintain mutual independence from one another. We then attained 158 probability density functions for the resulting factors of change (FOCs) by using a Bayesian weighted averaging analysis [44]. We used that approach to account for the uncertainties among the global climate models caused by differences in their spatial resolutions and understandings of the physics of climate change. The output statistics, identified at 24-, 48-, 72-, and 96-h aggregation intervals, were then downscaled using a theoretical derivation and linearity assumption to the finer scales of 1-, 6-, 24-, and 72-h [43], respectively, required for the Neyman-Scott Rectangular Pulse process. Thus, a new set of precipitation parameters was generated across the three future periods for the two RCP scenarios.



	
The new parameter set obtained in that way was applied to AWE-GEN, generating 100-member ensembles of 30-year hourly time series (hereinafter called control period (CTL) for 1981–2010; early future period (ERY) for 2011–2040; middle future period (MID) for 2041–2070; and end future period (END) for 2071–2100). Each AWE-GEN ensemble member is one of the repetitions that represent the stochasticity of precipitation and exhibits CIV [17,33,34], under the assumption of stationary climate conditions for its given period of interest. Using 100 stochastic simulations is appropriate because a larger number of model runs does not significantly increase the degree of uncertainty [33,45]. Note that each set of 100 simulations was derived from a population with the same climate information (i.e., the same AWE-GEN parameters), indicating that external forcing conditions were controlled equally [17,33,34].



	
Given the 30-year hourly time series for precipitation, the next step was to reconstruct those hourly time series into series with durations of 2, 3, 6, 12, 24, 48, and 72 h by computing rainfall depths that accumulate during those durations and moving the interval window by 1 h over time [46,47]. In that way, another collection of 30-year time series was built for each duration interval chosen.



	
Two common approaches are used to obtain extreme value series by sampling the maximum precipitation values required for a frequency analysis. The first is the annual maximum precipitation method, which extracts the maximum value for each year, and the second is the peak over threshold method, which selects only the largest portion of the maximum values after their ascent. Because annual maximum precipitation method is preferred over peak over threshold method for constructing IDF curves [3], we used annual maximum precipitation method in this study. For each of the 8 given durations, 100 ensemble members, and 40 locations, we extracted 30 annual extreme values.



	
After obtaining the annual maximum precipitation time series, we selected a probability distribution appropriate for the data and estimated its parameters. Among the common probability distributions applied to frequency analyses of extreme precipitation, such as the lognormal, log-Pearson III, generalized extreme value (GEV), and Gumbel distributions, the GEV distribution is the most popular [6,7,48,49,50]. For South Korea, both the Gumbel [51] and GEV [7] distributions have been recommended. Therefore, we chose the Gumbel and GEV distributions as appropriate to our purposes and then used maximum likelihood estimation and probabilistic weighted moment for parameter estimation. Two goodness-of-fit tests, the Anderson-Darling test [52] and Kolmogorov-Smirnov test [53], were applied to the 2 by 2 combinations to determine whether a given sample came from the hypothesized distribution. Those tests were performed for 1280 cases (2 distributions × 2 parameter estimation methods × 8 durations × 40 locations).



	
The precipitation frequency estimates for various durations and return periods were computed from the cumulative distribution function using the estimated parameters of GEV and Gumbel distributions. In this study, 10 return periods (or recurrence intervals) of 5, 10, 20, 30, 50, 70, 80, 100, 200, and 500 years were considered. In total, the precipitation estimates were calculated for 10 return periods × 8 durations × 100 ensemble members × 40 locations.



	
We then repeated Steps 3 to 7 for the control (CTL) and 3 future periods (ERY, MID, and END) and 2 RCP scenarios (RCP 4.5 and RCP 8.5) to assess our changing precipitation frequency estimates for the future. The total number of precipitation frequency estimates calculated was 10 return periods × 8 durations × 700 ensemble members × 40 locations.



	
To assess changes in the rainfall frequency estimates between the control and future periods for a given duration and return period, the FOC was introduced as the ratio of future rainfall intensity to the control intensity using the average value of 100 ensembles. Thus, the FOC represents how much the rainfall frequency estimate for a specific duration and return period increases or decreases in future periods. The total number of FOCs is 6 comparing pairs × 10 return periods × 8 durations × 40 locations.



	
We were able to perform tests of significance for the mean differences between pairs of distributions because the rainfall estimates for each specific duration and return period consisted of 100 values that formed a distribution. That is, we were able to examine the distributions corresponding to the control and each future period to see how they differed from each other. A t-test can be used to test the mean difference between two independent samples with a significance level of 0.05 [54]. The null hypothesis was that the mean of the distributions would not change, and the alternative hypothesis was that they would differ significantly.







3. Results


3.1. Precipitation Frequency Estimates and Their Validation


Choosing an appropriate distribution that fits the data is challenging in a frequency analysis. The GEV and Gumbel distributions were selected because they had been suggested by previous studies in South Korea [7,51]. We estimated their parameters using the maximum likelihood estimation and probabilistic weighted moment methods. Figure 1 shows the statistical results of two goodness-of-fit tests (Anderson-Darling and Kolmogorov-Smirnov), which are compared to the critical values of 2.49 (Anderson-Darling test) [55] and 0.24 (Anderson-Darling test) [56] for 30 samples, with a significance level of 0.05. Because all the test statistics are less than the critical values, all combinations of distributions and parameter estimation methods are appropriate. Nonetheless, in this study, we used the GEV distribution and probabilistic weighted moment method because that combination produced the best results.



To examine the reliability of our results, we compared them with data officially published by the Korean government (hereinafter referred to as REF) [57]. Because the REF results were estimated using maximum likelihood estimation with the Gumbel distribution, we recalculated our results using those methods for this comparison, which is shown in Figure 2. The two sets of results differ very little (the coefficients of determination, R2, were 0.98 to 0.99). The reason for the slight discrepancy is that the period and length of data used for the estimations are different. That is, this study consistently uses 30-year data from 1981 to 2010 for all locations (OBS), whereas the REF data length varies from 30 to 79 years. Nonetheless, the high R2 value confirms that the rainfall frequency estimates obtained in this study are stable and reliable.



The total precipitation per year varies significantly from one year to another. That variability causes extreme values and increases the uncertainty in the frequency analysis. To quantify that uncertainty when investigating differences between estimates from a short period of observed data (OBS) and those from a long generation period (CTL), we created an ensemble time series using the AWE-GEN stochastic weather generator. As shown in Figure 3, the compared results have R2 values in the range of 0.85 to 0.96, indicating a trend that R2 decreases as the return period increases. The rainfall frequency estimates close to the median (i.e., smaller return periods) have values that converge, regardless of the sample period, and the uncertainty in the estimate increases as it approaches the extreme percentiles (i.e., larger return periods), which we discuss further in the next section.




3.2. Ensemble Precipitation Frequency Estimates for Control and Future Periods


In this study, precipitation frequency estimates (or rainfall intensities) have been computed for a range of return periods and durations for each location in the control and future periods. Overall, the precipitation estimate increases in the future for most locations—their kernel distributions for future periods are shifted on the right, compared with the control period (Figure S1). First, we want to know the spatial distribution and pattern of the calculated precipitation frequency estimates. Figure 4 and Table S2 show the relative sizes of the estimates at all 40 locations, which were classified into distinctive regions by applying the k-means cluster algorithm. The number of clusters, k = 4, was chosen according to the Elbow method [34]. The results in Figure 4 show that the stations with high precipitation frequency estimates (light red and red circles) are mostly in coastal areas, and those with low estimates are in the central inland areas of South Korea. Therefore, the IDF curves of the coastal and central inland regions (e.g., Gangneung (No. 16) and Chupungnyeong (No. 9), respectively; Figure S2) are quite different. Note that these IDF curves are proportional to the return periods and inversely proportional to the durations—which is consistent with typical IDF results. These spatial patterns are consistent for all return periods, durations, and future periods, and they were also observed with the RCP 4.5 scenario (Figure S3).



We further found that the spatial distribution of the precipitation frequency estimates was similar to that of the CM and CIV. In particular, for the indices of maximum daily (maxDa) and hourly (maxHr) precipitation, which are related to extremes (see Figure 3 and Figure 5 in Van Doi and Kim [17]), regions with high CM and CIV values are in the coastal areas of South Korea, and the central inland areas have lower CM and CIV values. Therefore, locations with high CM and CIV values also have high precipitation estimates.



It is important to understand the effects of the anthropogenic factors accelerating climate change (e.g., the amount of greenhouse gas emissions or the extent of future economic growth). In this study, precipitation frequency estimates were calculated for two emissions scenarios (RCP 4.5 and RCP 8.5). How the RCP 8.5 estimates differ from the RCP 4.5 estimates was evaluated by applying the t-test. The results indicate that the effects of RCP tend to be complex; its effects can be great (red circles) or small (green circles), or it can have no effect (grey circles in Figure S4), depending on the future time and location.




3.3. Factors of Change for Precipitation Frequency Estimates


To present a quantitative value for future changes in precipitation frequency estimates, we calculated product type FOCs and spatially represented their relative magnitudes using the size of each circle in Figure 5. The values of factor of change (FOC) for each location can be also found in Table S3. Additionally, we conducted t-testing to confirm that the computed FOCs differ significantly from the present one, and those results are indicated by the color of the circles in Figure 5. Clearly, the future estimates can significantly increase (red circles), decrease (green circles), or remain unchanged (grey circles), but, at most locations (especially for the END period), the future estimates increase significantly from current observations. This phenomenon was also observed for other durations (not shown) and the RCP 4.5 scenario (Figure S5).



Some clustered locations currently have similar precipitation frequency estimates, but their future changes could vary significantly. For example, the CTL estimates in Hongcheon (No. 18) and Wonju (No. 37), which are only ~50 km apart, had similar values of 47.41 mm/h and 47.57 mm/h, respectively, for a 1-h duration and a 10-year return period. However, in the END period, those values decrease slightly in Wonju (FOC = 0.985) and increase significantly in Hongcheon (FOC = 1.216). Thus, it is risky to estimate future changes in precipitation frequency for a location by using a nearby station with a similar present precipitation frequency estimate. In other words, when investigating future changes in precipitation frequency estimates, data should not be regionalized.





4. Discussion


4.1. Do the Tail Characteristics of Future Extreme Rainfall Distribution Change?


One interesting question is whether the tail characteristics of future extreme rainfall distributions will remain the same as those found now. Looking at a typical IDF equation, such as Equation (1), rainfall intensity, RI (precipitation frequency estimate), is proportional to frequency, T (return period), and inversely proportional to duration, D [58]. It is well known that the intensity increases exponentially (the exponent, m is always positive) as the frequency increases, but it is also important to note that the degree to which it increases varies from region to region.


  R I =   a  T m       (  b + D  )   n    ,  



(1)




where a, b, m, and n are location-dependent coefficients. For a fixed duration, this equation is simply expressed as:


  R I = c  T m  ,  



(2)




where c is a coefficient. The coefficient m, the slope of the linear regression relationship on the logarithmic scale, represents the degree to which the precipitation frequency estimates increase over the return period. A steeper slope in Figure 6a infers that the right tail of the extreme rainfall distribution is longer. That slope value varies by region and ranges from 0.123 to 0.224 in South Korea (Figure 6b). An interesting result was observed: the spatial distribution of the slope values is similar to that of the precipitation frequency estimates (Figure 4d and Figure 6c). In other words, if the 10-year frequency estimate in a region is relatively high, the upward pattern of the estimate for increasing frequency is also high. For example, Gangneung (No. 16), which belongs to a relatively high estimate zone, has a high slope (m = 0.194), whereas Chupungnyeong (No. 9), which belongs to a lower estimate zone, has a small slope (m = 0.144). That phenomenon was also observed for other durations and future periods (Figure S6).



A straightforward way to reveal whether the tail characteristics of future extreme rainfall estimates are the same as those for the present estimates is to inspect the slope value of the FOC. Given a fixed duration, the rainfall intensities for the control and future periods are:


  R  I  C T L   =  c  C T L    T   m  C T L     ,  



(3)






   R  I  F U T   =  c  F U T    T   m  F U T       ,   



(4)




where    c  C T L     and    c  F U T     are the coefficients, and    m  C T L     and    m  F U T     are the slopes of the control and future periods on the logarithmic scale, respectively. The FOC of the precipitation frequency estimates is computed as:


  F O C =   R  I  F U T     R  I  C T L     =  c  F O C    T   m  F O C     ,  



(5)




where    c  F O C     is a coefficient computed as    c  F O C   =  c  F U T   /  c  C T L    , and    m  F O C     represents a slope on the logarithmic scale computed as    m  F O C   =  m  F U T   −  m  C T L    . The mathematical form of this equation is the same as Equation (2), but the physical meaning is dissimilar. Unlike in Equation (2), the slope in Equation (5) is not always positive; it can also be negative or close to zero depending on the magnitude of the control and future slope values (Figure 7a,b). If the value of    m  F O C     is far from zero, the tail characteristics for the present and future are quite different. On the other hand, if    m  F O C     is close to zero, the values of    m  F U T     and    m  C T L     are similar. The latter indicates that those tail characteristics are comparable, and the FOC value can remain constant for any duration, regardless of frequency.



In the context of climate change, FOC values are commonly used to express how much the annual maximum precipitation in the future will differ from that in the present. Can those same FOC values be used to compute estimates that correspond to the median and the tails? Put another way, can the FOCs for small return periods be identical to those for larger return periods? The answer can be yes (if    m  F O C     is close to zero) or no (if    m  F O C     is far from zero), depending on the region. In South Korea, some locations, such as Imsil (No. 22), have values of    m  F O C     that are approximately equal to zero (−0.0058), whereas others, such as Namwon (No. 29) and Jeonju (No. 26), have values of −0.0248 and 0.0177 (Figure 7c for 1-h duration and END period, Figure S7 for other cases). Note that those three locations are all close together. Therefore, it is important to mind the tail characteristics when designing water infrastructure to determine whether they change in the future.




4.2. Do Short-Range Data Provide Reliable Precipitation Frequency Estimates?


Predictions inevitably carry uncertainties, but a good understanding and quantification of those uncertainties can reduce risk when making decisions and proposing mitigation measures. One uncertainty that can arise when calculating precipitation frequency estimates is the amount of data used. If the data collection period is long enough, making predictions for longer return periods will be straightforward. However, many areas have limited records, so it is unfeasible to collect sufficient data. Therefore, it is necessary to identify how much uncertainty is included in rainfall intensity estimates derived from a limited range of data.



In this study, we used the AWE-GEN stochastic weather generator to create 100 ensembles of 30-year time series that reflect CIV corresponding to 3000 years to quantify the uncertainty when a shorter period of data was used. Figure 8 shows the magnitude of the uncertainty when using short-term data by using rainfall intensities normalized by their ensemble averages (normRI) to facilitate the comparison of rainfall estimates for 8 durations and 10 return periods. Their uncertainty ranges are displayed from the normRI of ensembles 100, 60, 30, 20, 10, 5, and 3 for data lengths of 30, 50, 100, 150, 300, 600, and 1000 years, respectively. As expected, the range of uncertainty is large when the data length is short and gradually decreases as the data length increases, eventually converging to a single point. This tendency is the same for all return periods, but the uncertainty range becomes much greater when estimating RI for a large return period (Figure 9a); for example, depending on the location, the range with a data length of 30 years is 0.18 to 0.30 for a 5-year return period and 0.70 to 1.60 for a 500-year return period. Thus, the uncertainty range is proportional to the return period, but the degree of its increase over the return period depends on the location (Figure 9b,c). As the frequency (T) increases, some locations have a large increase in the range of uncertainty, whereas others have smaller increases. That phenomenon is also valid for other durations and future periods (Figure S8).



Short-range data cannot provide reliable rainfall estimates, especially for very rare events. If only a short range of data is available, the uncertainty by which the estimates deviate from the converging average can be quantified by generating an ensemble that embraces natural stochasticity.




4.3. Is It Feasible to Infer Future Changes in RI from Those of Climatological Mean?


In climate studies, the CM, often calculated as a 30-year average, is a common climate indicator [17,37,38,39,40,41]. Predicting the FOC of the CM is easier than predicting that of extreme percentiles (RI) because even short periods of data can provide a reasonably stable convergence value for the CM. Therefore, it is important to investigate whether it is possible to infer the FOC of RI using only the FOC for the CM and (if so) how much uncertainty the inference will contain.



We already confirmed that the FOC can be frequency-independent in several locations (grey circles in Figure 7). At those locations, the FOCs of the CM and RI are the same (   m  F O C      is close to zero); thus, the FOC of RI can be sufficiently inferred from the FOC of the CM. However, in locations with non-zero    m  F O C      values, the FOCs of the CM and RI can differ significantly. Figure 10 shows 1:1 relationships for all locations and all future periods. As expected, for smaller return periods, the FOC of RI correlates highly with the FOC of the CM (R2 = 0.86 for the 5-year return period); on the other hand, R2 falls to 0.42 for rare rainfall events (e.g., a 500-year return period). This reduction in R2 values at longer return periods is because the cumulative distribution function for the annual maximum precipitation does not shift in parallel in some scenarios and locations. That is, the rainfall characteristics of the tail part of the cumulative distribution can vary with greater uncertainty than its body part. If the FOC of RI must be estimated using the FOC of the CM, a longer return period correlates with greater uncertainty in the FOC of RI. For example, when the FOC of the CM is 1.2, the FOC of RI is 1.18 to 1.22 for a 5-year return period but 1.0 to 1.5 for a 500-year return period, which is a much greater range of uncertainty.



Similar to Figure 10, which shows the results for a 1-h duration, the same conclusion can be made for events with a 24-h duration (Figure S9). However, in the latter case, the predictive power of inferring the FOC of RI from the FOC of the CM is stronger (R2 = 0.56 to 0.98).





5. Conclusions


To address CIV and tail characteristics with respect to the return period when developing future IDF curves, this study used the AWE-GEN stochastic weather generator to produce ensembles of 30-year hourly precipitation time series for control and future periods using two different emission scenarios across 40 locations in South Korea. To calculate the ensembles, the GEV distribution and probabilistic weighted moment method were chosen based on the statistical results from the goodness-of-fit tests. Precipitation frequency estimates were calculated for 10 return periods × 8 durations × 700 ensemble members × 40 locations. We examined our estimates by comparing them with those officially published by the Korean government. R2 values ranging from 0.98 to 0.99 confirm that our rainfall frequency estimates are stable and reliable.



We computed precipitation frequency estimates for each location for a range of durations and return periods in the control and future periods and found that (1) the future precipitation frequency estimates increase significantly for most locations (especially during the END period); (2) the spatial distributions and patterns of the precipitation frequency estimates indicate that stations in coastal areas have high estimates, whereas those in the central inland areas of South Korea have low estimates; (3) the spatial distributions and patterns of the precipitation frequency estimates are also similar to those of the CM and CIV, allowing the pattern of precipitation estimates to be inferred from the mean and variability patterns of rainfall distribution; and (4) different emission scenarios will have large, small, or no effects, depending on location and time into the future.



It is interesting to investigate whether the tail characteristics of future extreme rainfall events will remain the same as those in the present. Using a typical IDF equation, we focused on the coefficient m, the slope of the linear regression relationship on the logarithmic scale, which represents the degree to which the precipitation frequency estimates increase across return periods given a fixed duration. That is, having a steep slope in Figure 6a implies that the right tail of the extreme rainfall distribution is long. That slope value varies by region and ranges from 0.123–0.224 in South Korea. A more straightforward way to reveal whether the tail characteristics for future extreme rainfall events are the same as they are at present is to inspect the slope value for the FOC. Conclusively, the tail characteristics in the present and future differ when the    m  F O C     value is far from zero, and they are similar when the    m  F O C     value is close to zero. Therefore, the    m  F O C     value is an important key to determining whether the same FOC values can be used for small and large return periods.



An important thing to note is that future changes in precipitation frequency estimates should not be regionalized to values of nearby stations. In this regard, we report two interesting findings. Some nearby locations currently have similar precipitation frequency estimates but quite different future changes (FOCs). Furthermore, some locations are clustered together, but their tail characteristics with respect to the return period (   m  F O C    ) are dissimilar. Therefore, regionalizing with nearby values is very risky when investigating future changes in precipitation frequency estimates.



A limited range of data is one source of uncertainty when computing precipitation frequency estimates. That type of uncertainty needs to be quantified when only short-range data are available. A short range of data (e.g., 30 years) offers just one of many realizations that occurred in the past or will occur in the future; thus, it cannot sufficiently explain CIV. Using an ensemble that corresponds to very long data lengths is a good way to predict the uncertainty inherent in CIV. In this study, 100 ensembles were created for a 30-year time series to quantify that uncertainty. As expected, the magnitude of uncertainty was large when the data length was short, and it gradually decreased as the data length increased. That tendency was the same for all return periods, but the uncertainty range became much greater for large return periods, for example, depending on the location, the range with a data length of 30 years was 0.18 to 0.30 for a 5-year return period and 0.70 to 1.60 for a 500-year return period (Figure 9a).



Predicting the FOC of the CM is easier than predicting that of extreme percentiles (RI) because even short periods of data provide a reasonably stable convergence value for the CM. Thus, the question becomes whether it is possible to infer the FOC of RI using only the FOC of the CM and (if so) how much uncertainty the inference will contain. We found that inferring future changes in RI from those in the CM is feasible for small return periods and at locations where    m  F O C      is close to zero. However, it is a risky strategy for large return periods or at locations with non-zero    m  F O C      values because the uncertainty is greater in those circumstances.



It is important to quantify and assess future changes in precipitation frequency estimates and their uncertainty. The findings of this study will complement the assessment of future changes in precipitation frequency estimates in the context of climate change, and they provide useful information at a fine temporal scale for designing water infrastructure.
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Figure 1. Goodness of fit tests, (a) Anderson-Darling test and (b) Kolmogorov-Smirnov test for Gumbel and Generalized Extreme Value (GEV) distributions with parameter estimations by the Maximum Likelihood Estimation (MLE) and Probability Weighted Moment (PWM) methods. The number of the boxplot samples for each test is 320 (40 locations × 8 durations). The red line represents the critical value of Anderson-Darling and Anderson-Darling tests (2.49 and 0.24, respectively). On each boxplot, the central mark indicates the median, and the bottom and the top edges of the box indicate the 25th and 75th percentiles, respectively. The ‘+’ symbol represents the outliers, and the whiskers extend to the most extreme data points, not considers outliers. 
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Figure 2. Comparisons of rainfall frequency estimates computed from observation (OBS), from 1981 to 2010 with the reference estimates published by Korean government in the Korea Precipitation Frequency Data Server (REF) for 8 durations and 10 return periods. The number of data points in each subplot is 320 (40 locations × 8 durations). Gumbel distribution and maximum likelihood estimation method are used for both results. 
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Figure 3. Comparisons of rainfall frequency estimates computed from observation (OBS) from 1981 to 2010 with the values averaged for 100 rainfall frequency estimates (CTL) for 8 durations and 10 return periods. The latter estimates are, respectively, computed from 100 AWE-GEN realizations for the same period. The number of data points in each subplot is 320 (40 locations × 8 durations). Generalized Extreme Value distribution and probability weighted moment method are used for both results. 
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Figure 4. Spatial distribution of rainfall frequency estimates over South Korea for the control (CTL) and 3 future periods (ERY, MID, END) with the RCP 8.5 for the 10-, 50-, 100-, and 500-year return periods and 1-h duration. Four clusters from blue (as the smallest cluster), light blue, light red to red (as the largest) are identified after applying the k-means algorithm. The number near white circles is the legend to show the relative magnitude of rainfall estimates. 
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Figure 5. Spatial map of FOC of rainfall frequency estimates at 1-h duration over South Korea for RCP 8.5. The circle size of each location represents the magnitude of FOC. The number near the white circles are used as legends to indicate the relative magnitudes of circles size. A test of significance, t-test is applied to 2 distributions of rainfall frequency estimates in the future and control periods for each location. The dark grey color means that there is no difference between 2 distributions, while red color refers that those increase, and green color refers that those decrease in the future. 
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Figure 6. Varying degree of increase of rainfall frequency estimates (RI) over return periods (T) for 1-h duration for future END period of RCP 8.5. Subplot (a) illustrates the rainfall frequency estimates over return periods for 40 locations. Subplot (b) is a kernel distribution of the slopes (m) for 40 lines in subplot (a). The red (green) lines in subplot (a) refer to locations with their slopes greater (smaller) than mean value—the dark dash lines in subplot (b). Subplot (c) illustrates the spatial distribution of the slope, the colored circles correspond to the colored lines in subplot (a). The number near white circles is the legend to show the relative magnitude of slopes. 
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Figure 7. Future change (FOC) of rainfall frequency estimates over return periods (T) for 1-h duration for future END period of RCP 8.5. Subplot (a) illustrates the FOC of rainfall frequency estimates over return periods for 40 locations. The grey lines have relatively smaller slope values that fall within half the standard deviation with respect to zero—the dark dash lines in subplot (b). The red (green) lines have greater (smaller) slopes than the half standard deviation. Subplot (b) represents a kernel distribution of the slopes of FOC (   m  F O C    ) for 40 locations in subplot (a). Subplot (c) illustrates the spatial distribution of the slope, the colored circles correspond to the colored lines in subplot (a). The number near white circles is the legend to show the relative magnitude of slopes. 
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Figure 8. Rainfall frequency estimates normalized by their ensemble mean (normRI) for different record lengths of data over 8 durations and 10 return periods in CTL period at the location of Seoul. The below and above lines represent 5th and 95th percentiles of the normRI ensemble, respectively. 
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Figure 9. Varying degree of increase of the uncertainty range (Range), i.e., the difference between 5th and 95th percentiles of the normRI ensemble over return periods (T) for 1-h duration for future END period of RCP 8.5. Subplot (a) illustrates the uncertainty range over return periods for 40 locations. Subplot (b) represents a kernel distribution of the slopes of Range   (  m  Range    ) for 40 lines in subplot (a). The red (green) lines in subplot (a) refer to locations with their slopes greater (smaller) than mean value—the black dashed line in subplot (b). Subplot (c) illustrates the spatial distribution of the slope, the colored circles correspond to the colored lines in subplot (a). The number near white circles is the legend to show the relative magnitude of slopes. 
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Figure 10. Comparisons between the factor of change of climatological mean (FOC-CM) of hourly maximum precipitation with the factor of change of rainfall frequency estimates (FOC-RI) for 1-h duration for 10 return periods. The number of data points is 240 for the subplot (40 locations × 6 comparing periods). The R2 values are computed for the 1:1 line. ERY45, MID45, and END45 are future periods (ERY, MID, and END) with RCP 4.5, respectively. The similarity is for RCP 8.5. 
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