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#### Abstract

Most areas around the world lack fine rainfall records which are needed to derive Intensity-Duration-Frequency (IDF) curves, and those that are available are in the form of daily data. Thus, the disaggregation of rainfall data from coarse to fine temporal resolution may offer a solution to that problem. Most of the previous studies have adopted only historical rainfall data as the predictor to disaggregate daily rainfall data to hourly resolution, while only a few studies have adopted other historical climate variables besides rainfall for such a purpose. Therefore, this study adopts and assesses the performance of two methods of rainfall disaggregation one uses for historical temperature and rainfall variables while the other uses only historical rainfall data for disaggregation. The two methods are applied to disaggregate the current observed and projected modeled daily rainfall data to an hourly scale for a small urban area in the United Kingdom. Then, the IDF curves for the current and future climates are derived for each case of disaggregation and compared. After which, the uncertainties associated with the difference between the two cases are assessed. The constructed IDF curves (for the two cases of disaggregation) agree in the sense that they both show that there is a big difference between the current and future climates for all durations and frequencies. However, the uncertainty related to the difference between the results of the constructed IDF curves (for the two cases of disaggregation) for each climate is considerable, especially for short durations and long return periods. In addition, the projected and current rainfall values based on disaggregation case which adopts historical temperature and rainfall variables were higher than the corresponding projections and current values based on only rainfall data for the disaggregation.
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## 1. Introduction

Intensity-Duration-Frequency (IDF) curves indicate maximum rainfall events for certain frequencies and durations and this information is crucial for the flood analysis step in designing hydrosystems. There is an increasing trend in the maximum rainfall values with daily and sub-daily timescales in different regions of the world and such rainfall values are comparable to the amount displayed by the IDF curves [1-5]. However, due to global warming and non-stationarity, the return period for a specific rainfall event varies over time [6-8]. According to the Intergovernmental Panel on Climate Change (IPCC) [9], the return period for annual maximum (AM) precipitation will decrease significantly by the end of the 21st century, extreme rainfall events will occur more frequently, and consequently, the risk of flooding will increase [10].

Thus, action needs to be taken to ensure that stormwater collection systems for urban areas can accommodate these anticipated changes in extreme rainfall events [11]. To date,
historical IDF curves are the main tool to design such water collection systems. However, due to climate change, these curves need to be amended [12]. Therefore, there is an urgent need to (1) check whether the current IDF curves used in the design of urban stormwater collection systems are still appropriate in terms of their level accuracy and uncertainty in light of the impact of climate change and (2) consider future projections based on sub-daily rainfall durations (hourly or sub-hourly) for the design of these curves.

For an urban watershed, it is necessary to have rainfall data with fine temporal resolution (i.e., hourly or sub-hourly) in order for a hydrological model to produce reliable outcomes [13,14]. However, in many parts of the world, precipitation records are normally available only as daily data, and only a few regions have hourly data, which means that fine-resolution observations are not often available. In addition, the outputs of climate models are mostly on a daily scale. Thus, to evaluate the sensitivity and strength of stormwater drainage systems for urban areas, it is important to disaggregate precipitation data for both current and future climates to a fine temporal resolution.

In the literature, a number of different disaggregation techniques have been proposed to overcome the issue of coarse temporal resolution, such as Poisson-cluster models [15-19], generalized linear models [13,20], random cascade models [21-24], and nonparametric methods such as the artificial neural network [25], K-nearest neighbor (KNN) technique [26-29], and method of fragments (MoF) framework [30-33]. Some of the above techniques consider only the rainfall variable (i.e., historical rainfall data) to disaggregate the current and future rainfall data [33-37]. Other techniques take into account other climate variables (e.g., temperature, relative humidity, etc.) in addition to the rainfall variable for the rainfall disaggregation [38-40].

Alam and Elshorbagy [41] and Uraba et al. [42] used the KNN method to disaggregate future daily rainfall to hourly and sub-hourly scales using only historical rainfall as the predictor for the disaggregation. The authors focused on finding the proper window size to find the AM rainfall values and compared them with the historical AMs. Although it is important to find proper values for AMs, it is just as important to identify the rainfall temporal pattern. The full rainfall temporal pattern at high resolution can be obtained by disaggregating low-resolution rainfall data. However, disaggregating future rainfall based on historical rainfall alone may not produce the proper rainfall temporal pattern. Due to climate change, the atmosphere is becoming warmer. Thus it follows that the rainfall temporal pattern for the warmer days in the historical rainfall data will reflect the future climate pattern [39].

When designing an urban hydrosystem, a flood analysis needs to be undertaken, and the accuracy of such an analysis depends on the continuous simulation of rainfall time series [37]. However, it can be argued that although the continuous simulation of a long rainfall time series (i.e., disaggregated data) will lead to the production of an accurate design for an urban drainage network, such a simulation requires a long computational time and the output needs to be subjected to statistical post-processing [11,43]. Thus, it is more practical to focus on the AMs and adopt a design storm with a certain temporal pattern that can later be used in an urban drainage model.

However, one of the drawbacks of design storms is that they are based on a fixed temporal pattern of rainfall that does not take into account the impacts of climate change. In addition, Wasko and Sharma [44] showed that the relationship between rainfall and temperature, which is known as scaling, is important not only for overall rainfall volume, but also for rainfall fractions (i.e., the segments of the rainfall temporal pattern) because each fraction within a rainfall temporal pattern scales differently with temperature. In regard to the area under investigation in the current study, Fadhel et al. [45] showed that as the climate warms, the peak fraction within a storm event become peakier while the nonpeak fractions become less for different durations with and without seasonal separation.

Thus, from the above discussion, it can be seen that whether the designer of an urban drainage network adopts a continuous simulation or a design storm, the most important consideration in both of these approaches is the rainfall temporal pattern. Consequently,
using only historical rainfall without temperature for the disaggregation of future rainfall may not lead to an output that reflects the proper rainfall temporal pattern of the future climate.

As previously mentioned, some of the earlier studies used more than one climate variable for disaggregation, especially when disaggregating daily rainfall to a sub-hourly ( 5 min ) scale. However, when disaggregating daily rainfall to an hourly timescale, most of the previous studies used only historical rainfall. Thus, this study aims to determine whether it is necessary to adopt a historical temperature variable alongside historical rainfall data to disaggregate daily rainfall data to an hourly resolution or not. To achieve this aim, the difference in the results of the constructed IDF curves for two cases is studied. One case involves using the rainfall and temperature climate variables for the disaggregation and the other case involves using the rainfall climate variable alone (i.e., without temperature). The disaggregation is done for both the current and future climates and from a daily to an hourly timescale. Thus, the focus of this study is different from that of previous studies which concentrated on finding and comparing the uncertainty in the IDF curves that results from the application of different disaggregation methods. Here, the focus is instead on the uncertainty in the IDF curves that may result from using one or more than one climate variable as the predictor for the disaggregation of coarse rainfall data to fine-resolution data, especially from a daily to an hourly scale.

Thus, the aims of this study are to (1) produce continual hourly precipitation records for the future period 2069-2098 and derive future IDF curves; (2) distinguish the difference between the IDF curve results for the two climates (current and future) generated by the two cases of rainfall disaggregation-one with and one without the inclusion of the temperature variable alongside the rainfall variable, and (3) quantify the uncertainty associated with the derived IDF curves for both the observed current and modeled future climate which results from the two cases of disaggregation.

## 2. Materials and Methods

### 2.1. Study Area and Data

### 2.1.1. Metrological Data

The study area is a small urban catchment approximately $12 \mathrm{~km} \times 5 \mathrm{~km}$ in size located in West Yorkshire, in the north of England in the United Kingdom (UK). The Centre of Ecology and Hydrology Gridded Estimates of Areal Rainfall (CEH_GEAR) created a gridded daily precipitation product for the whole of the UK for the period 1890-2014 [46]. This gridded rainfall dataset has a space scale of $1 \mathrm{~km}^{2}$ and is dependent on different densities of station for different periods of time. For instance, there were approximately 4400 rainfall stations during the period 1961-2000 with an average of one station for each $49 \mathrm{~km}^{2}$ over the whole of the UK [47], while the maximum station densities were for the year 1974 with around 6250 stations [48]. For the current study, the observed (historical) rainfall data for the study area was extracted from the CEH_GEAR dataset for the period 1950-2014.

In addition, composite radar rainfall data for the study area was obtained from the UK Met Office radar network through the British Atmospheric Data Centre. The composite radar data has a space scale and a timescale of 1 km and 5 min , respectively. A radar grid of $60 \mathrm{~km}^{2}$ covers the study area and is within the scope of three single-polarization C-band weather radars. These radars are Hameldon Hill, Ingham, and High Moorsley, which are $30 \mathrm{~km}, 90 \mathrm{~km}$, and 95 km away from the study area, respectively [49]. The radar rainfall data has different sources of error which have previously been quality controlled and corrected [50]. Yet, more examination and post-processing of the radar rainfall data was done in the current study by adopting the procedure in Fadhel et al. [51]. Furthermore, the radar data were aggregated from 5 min to an hourly timescale for the period January 2006 to May 2016, and used to disaggregate the observed and future rainfall from daily to hourly durations.

As regards to the air temperature data, this study adopted the gridded daily temperature data provided by the Climate Hydrology and Ecology Research Support System meteorology dataset (1961-2015) (CHESS-met), which is at a 1 km space scale. The CHESSmet temperature was derived for a reference height of 1.2 m by Robinson et al. [52]. First, the authors modify the resolution of the MORECS air temperature from a 40 km to a 1 km space scale by adopting the bicubic spline method for the interpolation. Then they used the integrated hydrological digital terrain model to fit the interpolated data at each pixel of the 1 km grid to its elevation. For the current study, the observed temperature data for the period 1985-2014 was extracted from the CHESS-met dataset. The CHESS-met temperature data were used to correct the bias for the climate temperature data (Section 2.2.1) and to disaggregate the rainfall data as well (Section 2.2.2).

### 2.1.2. Climate Data

The climate data provided by the Met Office Hadley Centre HadRM3 dataset was adopted in this study. The Met Office Hadley Centre used the global climate model HadCM3 for its regional climate model HadRM3 in order to predict climate conditions for the future at the regional level [53]. The regional climate model (RCM) data consist of an 11-member ensemble that were derived for the historical emissions scenario, SRES A1B, by perturbing 10 members to atmospheric parametrizations with different perturbations and leaving one unperturbed member [53]. The climate data time series can be acquired from the HadRM3 Perturbed Physics Experiment Dataset (HadRM3-PPE-UK) for the period 1950-2100 with a 25 km and a daily spatial and temporal resolution, respectively.

The study area is situated among two climate grids and each grid has a space scale of 25 km . For the two grids, the future temperature data that were modeled at a 1.5 m reference height for the period 2069-2098 were bias corrected based on the period 1985-2014.

However, the modeled precipitation produced by the HadRM3 dataset showed systematic discrepancies compared to the observations, especially for the historical period pre-2000. Therefore, the future flow climate data provided by the Centre for Ecology and Hydrology modify and spatially downscale the modeled precipitation from 25 km down to $1 \mathrm{~km}[54,55]$. Nevertheless, although Newton et al. [54] bias corrected and downscaled the modeled precipitation, Prudhomme et al. [55] stated that the data still had some inconsistencies as compared with the observed data. Thus, in the current study, the observed rainfall data for the period 1950-2014 and at a 1 km space scale were adopted to bias correct the future precipitation data for the period 2069-2098, as explained in Section 2.2.1.

### 2.2. Methodology

### 2.2.1. Statistical Bias Correction Method

The distribution-based scaling (DBS) approach was adopted in this study to correct the bias of the two climate variables (precipitation and temperature) modeled by the daily RCM [56].

First, the double gamma distribution was used to separate the precipitation distribution into two parts based on the 95th percentile. This separation technique was performed for every month over the calendar year to map the quantiles of the observed and simulated data, which helped to define the main features of both extreme and normal precipitations. The density distribution of the applied double gamma distribution is expressed as:

$$
\begin{equation*}
f(x)=\frac{1}{\beta^{\alpha} \Gamma(\alpha)} x^{\alpha-1} e^{-x / \beta} ; x \geq 0 ; \alpha, \beta>0 \tag{1}
\end{equation*}
$$

where $\Gamma, \alpha$, and $\beta$ are the gamma function, shape parameter, and scale parameter, respectively.
Second, before correcting the bias of the climate temperature data, the spatial resolution of the observed and modeled temperature datasets had to be adjusted. This was done by spatially upscaling the observed temperature data from 1 km to 25 km by using a simple averaging method, which resulted in two grids covering the study area that matched the RCM temperature grids. Then, the DBS method was applied to correct the bias of the
climate temperature data to the upscaled observed data by using Gaussian distribution. Like Yang et al. [56], the seasonal variation was taken into account by a moving window of 15 days to smooth the mean and standard deviation of daily temperature. The variation was further smoothed by using Fourier series with five harmonics. In addition, the climate temperature data were corrected without dependence between precipitation and temperature (i.e., wet-dry day separation) because Olsson et al. [57] proved that the modeled temperature data could be bias corrected with and without wet-dry day separation.

To correct the bias of the model future projection, it is necessary to identify the cumulative distribution function (CDF) of the future period by finding the corresponding percentile values of the model in the reference period. Then, the bias-corrected future value can be found by using the observation CDF to find the value of the climate variable for the same future CDF. This relationship takes the following form:

$$
\begin{equation*}
X_{c o r}=F^{-1}\left[F\left(X_{\text {mod }} ; \alpha_{\text {mod }} \beta_{\text {mod }}\right) ; \alpha_{o b s} \beta_{o b s}\right] \tag{2}
\end{equation*}
$$

where $F$ and $F^{-1}$ denote the gamma CDF and its inverse function, respectively, and $X_{c o r}$ is the bias-corrected data in the baseline period. The parameters associated with the RCM simulated and observed precipitation are denoted by the subscripts mod and obs, respectively.

The main drawback of this bias correction procedure is assumption that there is a constant bias between the reference and future periods. However, Fadhel et al. [38] investigated the uncertainty in constructed future IDF curves that results from the use of different reference periods and found that an ensemble approach can be used to address this problem. Thus, this study adopted the Fadhel et al. [38] procedure for bias correction and used an ensemble of reference periods to bias correct one RCM to thereby mitigate the uncertainty that may have emerged from the use of one reference period for bias correction.

For this analysis, the observed and modeled rainfall time series for the period 19502014 were split into 8 sub-periods. Each sub-period had a specified length of 30 years and a moving window of 5 years that moved from the first to the last sub-period. Thus, all the ensemble members of the future RCM for the period 2069-2098 were bias corrected 8 times according to the 8 reference periods.

However, because the purpose of the study was to evaluate the uncertainty of the derived future IDF curves that may outcome from disaggregating the rainfall data with and without adopting the temperature variable for the disaggregation, the future climate temperature data for the period (2096-2098) were bias corrected depending on one reference period. The most recent reference period was adopted to bias correct the climate temperature variable (i.e., 1985-2014) because previous studies showed that the atmosphere is becoming warmer as compared to historical records [39]. Thus, using the most recent reference period (i.e., the warmest) to correct the bias of the modeled temperature and changing the reference period used to correct the bias of the modeled rainfall (i.e., 8 reference periods) will help to capture the temporal pattern of future rainfall based on the rainfall pattern of the warmer days in the historical data [39].

### 2.2.2. Disaggregation Methods

Due to climate change, the patterns of future rainfall can be reflected by the pattern of warmer days in the historical record [39]. Thus, the adoption of historical rainfall alone as a predictor to disaggregate future rainfall may not accurately predict the future rainfall temporal pattern [38]. However, previous studies adopted historical rainfall as the sole predictor for the disaggregation of future rainfall from daily to hourly and sub-hourly (i.e., 5 min ) timescales. Therefore, this study investigated how the disaggregated future rainfall affected the constructed future IDF curves when the disaggregation was performed with and without using historical temperature as a second predictor alongside historical rainfall.

For the first method in this study, that is, for rainfall disaggregation using both the historical temperature and historical rainfall variables, this study adopted an algorithm that integrates both the nonparametric prediction (NPRED) model and the MoF frame-
work $[38,40]$. The logic of partial informational correlation is employed in the NPRED model to determine the system predictors, and it predicts the responses by using the KNN regression formula depending on partial weights and the weighted Euclidean distance. The KNN regression estimator can be expressed as:

$$
\begin{equation*}
E(X \backslash Z)=\sum_{i} \frac{\frac{x_{i}}{k_{i}}}{\sum_{j} \frac{1}{k_{i, j}}} \tag{3}
\end{equation*}
$$

where $E(X \backslash Z)$ represents the conditional expectation of a response $(X)$ conditional to a given predictor set $(Z), k_{i}$ represents the number of observations, the subscript $j$ ranging from 1 to K , where K is the maximum number of neighbors permissible, $i=1 \ldots \mathrm{n}$, are a sample of observations.

The NPRED model is freely available from the NPRED R-package open source [58]. As the NPRED model can only predict the responses, the MoF framework, which was developed by Westra et al. [33] and Mehrotra et al. [59] based on the assumption of historical climate, can be used to determine the whole temporal pattern of sub-daily rainfall [39]. The MoF framework uses historical observations on daily rainfall and other atmospheric covariates (i.e., the temperature variable in this study) to resample the fragments for the sub-daily scale. In this study, the current observed and future modeled rainfall data for the periods 1985-2014 and 2069-2098, respectively, were disaggregated from a daily to an hourly timescale.

For the same research area, Fadhel et al. [38] showed that using all the data for rainfall disaggregation is better than using seasonal separation. Thus, the NPRED algorithm was used to predict the maximum 1 h storm fraction without seasonal separation of the climate data.

The procedure used by the algorithm for rainfall disaggregation consists of the following steps:

1. By using the historical hourly rainfall data (i.e., the sum of 5 min radar data), find the fraction of 1 h , that is, the ratio between the maximum 1 h storm fraction on a particular day divided by the total amount of rainfall value for that day;
2. By using the NPRED tool, fit a model between the predictor variables, which are daily temperature and daily rainfall (i.e., the sum of 5 min radar data), and the response, which is the 1 h fraction determined from step 1 ;
3. To predict the future 1 h fraction, apply the model that resulted from step 2 to the predictors of the future climate data;
4. To find the analogue for the future atmospheric state which was projected in step 3, apply the MoF framework with an optimal window size 15 [28] to search the historical data for such an analogue. Then, the rainfall temporal pattern can be resampled from one of these days (see Equation (2) in [33]).
For the second method in this study, that is, for future rainfall disaggregation using only historical rainfall as the predictor (i.e., without using the temperature variable), this study employed the widely adopted KNN method, with an optimal window size of 15 in line with Sharif and Burn [46]. For more details on the application of this method in this area of research, see [26,27,29].

In the remainder of this paper, the rainfall disaggregation by the NPRED-MoF algorithm (i.e., by using the two climate variables of temperature and rainfall as the predictor variables) is denoted as case 1, while disaggregation by the KNN method (i.e., using only the rainfall variable as the predictor without temperature) is denoted as case 2.

### 2.2.3. Creation of IDF Curves

Based on the assessment of three different goodness-of-fit tests (i.e., the KolmogorovSmirnov, Anderson-Darling, and Chi-squared tests), the extreme value (EV) distribution was found to be the best probability distribution at the $95 \%$ significant level for the study area. The derivation process of the goodness-of-fit tests followed the standard proce-
dure [60], and is therefore not described here. The cumulative density function of the EV distribution is defined as:

$$
\begin{equation*}
F(x)=\exp \left[-\exp \left(-\frac{x-\mu}{\sigma}\right)\right] \tag{4}
\end{equation*}
$$

where, $\mu$ and $\sigma$ are the location parameter, and scale parameter, respectively.
The IDF curves were created based on the EV distribution for the AM series, and the parameters of the EV distribution were obtained by using the maximum likelihood estimates method.

The procedure of creating future IDF curves is explained briefly below and shown in Figure 1:

1. Use a specific reference period to correct the bias of the future modeled rainfall data for the period 2069-2098.
2. Disaggregate the future bias-corrected RCM from a daily to a 1 h timescale using the NPRED-MoF algorithm one time and the KNN method another time, and determine the areal average of the future hourly disaggregated rainfall data for the study area.
3. Aggregate the disaggregated future hourly rainfall intensity to five durations (1,3, 6,12 , and 24 h ) depending on the concentration time. Due to the high uncertainty that may result from the methods that can be used to calculate the concentration time [61-63], it was noticed that the value of concentration time for the study area can vary depending on the method used for such a purpose. Thus, the value that fit to the purpose of the study was adopted (i.e., a concentration time of 1 h ) [62]. Thus, the aggregation into five rainfall durations had to be done by applying a moving window equal to the concentration time (i.e., 1 h ) to the full hourly disaggregated time series.
4. Derive AM series of rainfall intensity for each duration then apply EV distribution for the derived series to find the rainfall depths for six different return periods $(2,5,10$, 25,50 , and 100 years).
The above procedure is repeated to create IDF curves for all the eight reference periods.


Figure 1. Flowchart for the process of creating IDF curves.

## 3. Results and Discussion

### 3.1. Rainfall Disaggregation

As mentioned earlier, this study used two cases to disaggregate rainfall data from a daily to an hourly timescale. For case 1, the NPRED-MoF algorithm was adopted, in which the temperature variable as well as the rainfall variable was used for the disaggregation. For case 2 , the conventional KNN method was used to disaggregate the rainfall by using the rainfall variable alone (i.e., without temperature). The effect of the two methods on the disaggregation of rainfall data from a daily to an hourly timescale is discussed below for three examples of the future climate, each of which used a different RCM ensemble member.

The first example was a climate ensemble member for the year 2074 and a daily rainfall value of 49.91 mm . When this daily rainfall value was disaggregated to an hourly scale by using the two cases of rainfall disaggregation, case 1 gave a rainfall temporal pattern with a peak of 25.1 mm and case 2 gave a temporal pattern with a peak of 13.6 mm . (It is worth noting that the peaks in this example and the rest of the examples in this section were the AM values for the duration of 1 h since the concentration time was found to be 1 h ). Hence it was clear that the difference between the two peaks (i.e., the AMs) of the hourly disaggregated data produced by the two cases of disaggregation for this future climate example was considerable and would also lead to big differences in the derived IDF curves.

In the second RCM ensemble example, in contrast to the previous example where the peak of rainfall temporal pattern for the disaggregated data produced by case 1 was lower than that produced by case 2 . Such disaggregation was for a future daily rainfall value of 105.3 mm and the year 2094 that gave peaks (which are the same as the AMs) of 28 mm and 45.3 mm when subjected to case 1 and case 2 disaggregation, respectively.

Interestingly, in the third RCM ensemble example, cases 1 and 2 produced the same rainfall temporal pattern, and consequently, the same peaks and AMs for the disaggregated data for the year 2084, as well as a daily rainfall value of 58 mm that gave a peak of 12.88 mm .

It is clear from the above examples that the differences in the AM values that resulted from the two cases of disaggregation were significant. It is also logical to conclude that such differences would highly affect the derived IDF curves for the current and future climates and consequently produce high uncertainty. Furthermore, this uncertainty resulted not just from the disaggregation method, but from the number of climate variables that were used for the disaggregation.

In order to make it easier for the reader to visualize the difference in AMs between the two cases of rainfall disaggregation, Figure 2a,b shows an example of the AM values for the disaggregated daily rainfall and for the current and future climates with a duration of 1 h . The future modeled rainfall data in Figure 2b and the above three examples were bias corrected based on the last reference period.

### 3.2. IDF Curves

The IDF curves for the current and future climates were derived for a small urban area in West Yorkshire by using the following: 11 RCM ensemble members, 5 rainfall durations, 6 return periods, 8 reference periods to bias correct the RCM, and 2 cases for rainfall disaggregation using the rainfall variable with and without the temperature variable. Then, the IDF curves were used to determine the percentage of relative change between the current and future climate. In addition, the uncertainty (which is the range of the results) of the future climate outputs was investigated by comparing 16 sets of future IDF curves. These sets were derived based on two cases of rainfall disaggregation and on the eight reference periods that were adopted to bias correct the future RCM rainfall data.


Figure 2. Annual maximum rainfall values produced by the 2 cases of rainfall disaggregation, for the current climate (a), and the future climate (b).

An example of the difference in IDF curves for both the current and future climate is presented in Figure 3 for the first and last reference periods and the two cases of rainfall disaggregation. The plots in the figure show that the future IDF curves differ from those of the current climate and the extent of the difference between them arises from the reference period (as previously stated by Fadhel et al. [38]), and also from the rainfall disaggregation method (i.e., the use or otherwise of the temperature variable together with the historical rainfall). In this study, the focus is not on the uncertainty that results from the reference period because this issue has already been addressed by Fathel et al. [38]. Instead, this study is interested in the uncertainty that may result from the rainfall disaggregation, where again
this does not mean the uncertainty that results from the type of disaggregation method, but rather from the number of climate variables that are used for the disaggregation.


1985-2014 2 yr .


Figure 3. IDF curves for the current and future climate based on the 2 cases of rainfall disaggregation for the first and last reference periods. The two subplots are for the first return period and for 5 rainfall durations.

It is clear from Figure 3 (and Figures S1-S5 in the Supplementary Material and from the rest of the figures for the reference periods and rainfall disaggregation cases that are not shown here) that the projected rainfall intensity for most of the RCM ensemble members tends to increase for all frequencies, durations, reference periods, and rainfall disaggre-
gation when case 2 is applied (i.e., without using the temperature variable). However, the results for future rainfall intensity, when also including the temperature variable in the rainfall disaggregation procedure (i.e., case 1), are similar to those of case 2 for all frequencies and durations except the first duration (i.e., 1 h ) where the first five reference periods tend to project a decrease in the future rainfall intensity starting from the second return period (i.e., 5 years). Such a decrease in the projected rainfall intensity for the first duration is later shown by all the reference periods for the last three return periods (i.e., 25, 50 , and 100 years) and by most of the climate ensemble members.

An interesting finding in respect of the results for the derived IDF curves was that the rainfall intensity for both the current and future climate which resulted from applying case 1 rainfall disaggregation (i.e., with temperature) was higher than that produced by case 2. This difference was seen for all reference periods, frequencies, and durations. As stated earlier in the Introduction, Wasko and Sharma [44] and Fadhel et al. [45] showed that in addition to the scaling of rainfall volume with temperature, each segment of the rainfall temporal pattern scales differently with temperature, especially the peak segment which scales positively with temperature. Consequently, the rainfall temporal pattern for the disaggregated rainfall based on the temperature and rainfall variables highly differs from that based on the rainfall variable alone, especially for the future climate scenarios because the weather is becoming warmer. Thus, disaggregating the rainfall based on case 2 (i.e., without temperature) can lead to a high over-under estimation of the actual results and uncertain outputs in regard to the derived IDF curves for both the current and future climate. It is also worth mentioning that the maximum likelihood estimate method was adopted to check the significance of the results at the $95 \%$ level and was applied to the parameters used for deriving the IDF curves (results not shown).

In this study, for each of the two cases of rainfall disaggregation, the percentage change between the future and current climate for the mean of the 11 RCM ensemble members was found in order to investigate the difference between the two climates and then compare the results of the two cases of rainfall disaggregation. A sample of the results is shown in Table 1 for 5 rainfall durations, the 2 cases of rainfall disaggregation, 8 reference periods, and the 10-year return period.

Table 1. The percentage change between the future and current climate for the mean of the 11 RCM ensemble members, 5 rainfall durations, 2 cases of rainfall disaggregation, 8 reference periods, and the 10-year return period.

| Reference Period | Case $\mathbf{1}$ of Disaggregation |  |  |  | Case 2 of Disaggregation |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathbf{1} \mathbf{h}$ | $\mathbf{3} \mathbf{h}$ | $\mathbf{6} \mathbf{h}$ | $\mathbf{1 2} \mathbf{h}$ | $\mathbf{1}$ Day | $\mathbf{1} \mathbf{h}$ | $\mathbf{3} \mathbf{h}$ | $\mathbf{6} \mathbf{h}$ | $\mathbf{1 2} \mathbf{h}$ | $\mathbf{1}$ Day |
| $1950-1979$ | -14.71 | 6.96 | 11.05 | 11.58 | 12.58 | 14.60 | 19.60 | 21.61 | 21.64 | 15.67 |
| $1955-1984$ | -9.09 | 14.78 | 19.22 | 20.73 | 21.38 | 22.12 | 28.81 | 31.89 | 31.85 | 24.51 |
| $1960-1989$ | -8.06 | 11.95 | 15.70 | 15.59 | 17.26 | 18.99 | 23.56 | 22.68 | 22.36 | 19.39 |
| $1965-1994$ | -8.71 | 10.52 | 14.57 | 14.69 | 16.34 | 19.20 | 22.06 | 21.43 | 21.57 | 19.07 |
| $1970-1999$ | -7.20 | 10.39 | 14.80 | 15.31 | 17.34 | 15.39 | 19.93 | 22.46 | 23.26 | 20.13 |
| $1975-2004$ | -0.27 | 17.46 | 21.01 | 22.81 | 22.75 | 22.99 | 26.54 | 28.13 | 27.77 | 27.02 |
| $1980-2009$ | 0.65 | 16.54 | 20.53 | 21.06 | 22.19 | 22.43 | 23.36 | 21.93 | 24.55 | 25.77 |
| $1985-2014$ | -1.46 | 18.35 | 21.40 | 21.26 | 23.29 | 24.67 | 22.03 | 18.18 | 21.85 | 26.27 |

It is clear from Table 1 and the rest of the unshown results that by adopting the temperature variable to disaggregate the rainfall, the percentage change between the two climates was lower than the corresponding values for the case of disaggregation based on only the rainfall variable even though the rainfall values for both the current and future climates generated by the case 1 disaggregation method were higher than those obtained by applying case 2 . This was true for all reference periods, durations, and frequencies with a few exceptions, vice versa. Such exceptions included (a) the first return period (2 years) for the first duration $(1 \mathrm{~h})$ and the last three reference periods; (b) the first return period for the second to the fourth durations ( 3 to 12 h ) and all reference periods, and (c) the third duration (6 h) for all return periods and the last reference period.

However, the percentage change between the future and current climate for case 1 disaggregation and the first duration (i.e., 1 h ) tended to indicate a projected decrease in the future rainfall intensity compared to the current climate for all return periods except for the first return period. Such a decrease in the projected rainfall intensity for the first duration was shown by five reference periods for the second return period (i.e., 5 years), and later expanded to include all eight reference periods for the last three return periods (i.e., 25, 50 and 100).

On the other hand, for the third return period (i.e., 10 years), only the seventh reference period showed a slight increase in future rainfall intensity compared to the current climate with a value of $0.64 \%$, as shown in Table 1. By comparing the percentage change (i.e., for the seventh reference period, 1 h duration, and 10-year return period) by case 1 with that of case 2 , it can be seen that the percentage change by case 1 was much lower than that by case 2 (i.e., $0.64 \%$ vs. $22.4 \%$ ). Thus, the difference between the two values of percentage change for the two cases of rainfall disaggregation was $21.8 \%$.

Staying with the same duration and return period (i.e., $1 \mathrm{~h}, 10$ years) for case 1 rainfall disaggregation, the first reference period showed the maximum decrease in terms of the percentage change between the two climates with a value of $-14.7 \%$. However, the corresponding value for case 2 rainfall disaggregation in the first reference period showed an increase of $14.6 \%$. Hence the difference between the predictions of the two cases is $29.3 \%$. As can be seen from Table 1 (and the unshown results), the difference in the percentage change value between the two cases of disaggregation was higher for shorter durations and decreased as the duration increased for each return period.

As such differences in the percentage change values between the two cases of rainfall disaggregation were large compared with the return period and rainfall duration, the effect of the return period and rainfall duration on the percentage change between the current and future climate over the eight reference periods was investigated further for each case of rainfall disaggregation. Hence, the uncertainty in the difference between the results produced by the two cases of disaggregation were inspected as well.

It was found that the results (i.e., uncertainty in the difference in the percentage change between the two cases of rainfall disaggregation) varied over the eight reference periods. For each rainfall duration, the uncertainty of the results tended to increase as the return period increased. However, for each return period, the uncertainty in the difference of the projections between the two cases of rainfall disaggregation reduced as the rainfall duration increased over the eight reference periods. This was observed for all return periods except the first one ( 2 years) where the uncertainty declined for the first two durations ( 1 and 3 h ) and increases for the last three ( 6,12 , and 24 h ).

Since the projection results based on the two cases of rainfall disaggregation were not consistent for shorter durations and longer return periods, the results for all durations and return periods were examined in more detail. Figures 4 and 5 show an example of the analysis of a short and a long duration of 3 h and 12 h , respectively, where both the current and future climates were plotted for the 8 reference periods, different return periods, the mean of the 11 RCM ensemble members, and the 2 cases of rainfall disaggregation.

b.


Figure 4. The rainfall intensity of current and future climates for 3 h duration and the 2 cases of disaggregation, case 1 (a), case $2(\mathbf{b})$, and for different frequencies, and 8 reference periods.


Figure 5. The rainfall intensity of current and future climates for 12 h duration and the 2 cases of disaggregation, case 1 (a), case $2(\mathbf{b})$, and for different frequencies, and 8 reference periods.

It is clear from the graphs in Figure $4 \mathrm{a}, \mathrm{b}$ and for a duration of 3 h , that for a specific rainfall intensity under the current climate that happened once every 50 years, the probability of such a specific rainfall occurring in any year was $p=2 \%$. For the same rainfall intensity, but under future climate conditions and for case 1 rainfall disaggregation, the return period was found to vary between 21.2 and 40.7 years (i.e., $p=4.7-2.5 \%$ ) based on the eight reference periods (Figure 4a). However, for case 2 rainfall disaggregation, the return period was found to be earlier than that for case 1 and it varied between 10.2 and
16.4 years (i.e., $p=9.8-6.1 \%$ ) (Figure $4 b$ ). This means that the difference between the two ranges of the return period for the future climate depending on the two cases of rainfall disaggregation was between 11 and 24.3 years. When the above analysis was repeated for the duration of 12 h , it was noticed that the uncertainty varied between 17.8 and 30 years (Figure 5a) and between 9.9 and 16.9 years (Figure 5b) for case 1 and case 2 , respectively. Thus, the difference between the two ranges for the two cases of disaggregation varied between 7.9 and 13.1 years. The above results were significant at the $95 \%$ level and are shown in a table within Figures 4 and 5.

It is clear from the above analysis (and the unshown results) that the extent of uncertainty regarding a specific rainfall intensity under the current climate that is expected to appear in the future but with a shorter return period varies according to the case of disaggregation over the reference periods. In other words, the extent of uncertainty varies according to the climate variables that are used as predictors for the disaggregation. Such uncertainty is higher when the historical temperature and rainfall variables are adopted as predictors to disaggregate the rainfall as compared to using only the rainfall variable for disaggregation, and moreover, the uncertainty is significant for shorter durations and longer return periods. In addition, the difference between the results of the two cases of rainfall disaggregation is considerable for short durations and longer return periods.

Usually, global climate models and RCMs employ ensemble members to mitigate the uncertainty of future climate projections. The remainder of this section focuses on the uncertainty of future rainfall projections for 3 out of the 11 climate ensemble members: (1) the driest ensemble member; (2) the wettest ensemble member, and (3) the mean of the 11 RCM ensemble members. Table 2 presents a sample of the results of the projected rainfall intensity for future climate for the 10-year return period, 5 rainfall durations, 8 reference periods, and the 2 cases of rainfall disaggregation for the driest ensemble member, wettest ensemble member, and the mean of the 11 RCM ensemble members.

The wettest ensemble member is also known as the "pessimistic" climate scenario [11] since it gives the highest projection compared to the other climate ensemble members. In this study, it was found that the uncertainty related to the difference between the projected results based on the two cases of rainfall disaggregation and for all the reference periods increased as the return period increased for a specific rainfall duration. This uncertainty was considerable for small rainfall durations, especially the first two durations, but it tended to become less pronounced for rainfall durations higher than 6 h as the return period increased. However, the uncertainty of the future rainfall intensity that resulted from the difference between the two cases used to disaggregate the rainfall tended to decrease as the rainfall duration lengthened for a specific return period.

Similarly, the uncertainty for the driest ensemble member and the mean of the 11 RCM ensemble members increased for short rainfall durations and long return periods. Nevertheless, the extent of uncertainty was much lower than that for the wettest ensemble member.

As mentioned earlier, and as seen from Table 2 as well as the unshown results, the rainfall projections based on disaggregation by using both the temperature and the rainfall variables (case 1) were higher than the corresponding projections based on disaggregation by the rainfall variable alone (case 2). This was true for all reference periods, frequencies, and durations except for the last duration ( 24 h ). For the 24 h duration, only the projections for a few climate ensemble members based on case 1 rainfall disaggregation were lower than the corresponding results based on case 2 rainfall disaggregation. However, the difference between these results for the two cases were very small because the predictions of the future rainfall intensity based on the two cases of rainfall disaggregation tended to be close to each other for the long durations and especially for the longest duration (i.e., 24 h ).

Table 2. The projected future rainfall intensity for 10-year return period, 5 rainfall durations, 8 reference periods, 2 cases of rainfall disaggregation, and for the driest ensemble member, wettest ensemble member, and the mean of the 11 RCM ensemble members.

| Reference Period | Wettest Ensemble Member |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Case 1 of Disaggregation |  |  |  |  | Case 2 of Disaggregation |  |  |  |  |
|  | 1 h | 3 h | 6 h | 12 h | 1 Day | 1 h | 3 h | 6 h | 12 h | 1 Day |
| 1950-1979 | 31.93 | 18.25 | 10.65 | 5.81 | 3.14 | 19.69 | 12.08 | 8.65 | 5.42 | 3.11 |
| 1955-1984 | 35.18 | 20.12 | 12.04 | 6.40 | 3.50 | 21.81 | 12.96 | 9.85 | 6.07 | 3.43 |
| 1960-1989 | 37.98 | 18.33 | 11.12 | 5.96 | 3.32 | 21.68 | 12.97 | 8.85 | 5.54 | 3.24 |
| 1965-1994 | 36.10 | 17.44 | 10.67 | 5.90 | 3.30 | 21.74 | 13.11 | 8.78 | 5.51 | 3.23 |
| 1970-1999 | 36.21 | 20.69 | 11.75 | 6.51 | 3.59 | 22.56 | 14.56 | 10.03 | 5.95 | 3.58 |
| 1975-2004 | 42.11 | 20.74 | 12.33 | 6.61 | 3.63 | 23.53 | 14.14 | 9.81 | 5.96 | 3.63 |
| 1980-2009 | 46.58 | 22.99 | 13.67 | 7.53 | 4.22 | 23.22 | 13.56 | 9.16 | 6.46 | 4.20 |
| 1985-2014 | 39.36 | 21.98 | 12.91 | 7.01 | 3.87 | 25.46 | 14.16 | 9.05 | 5.49 | 3.85 |
| Driest Ensemble Member |  |  |  |  |  |  |  |  |  |  |
| Reference Period | Case 1 of Disaggregation |  |  |  |  | Case 2 of Disaggregation |  |  |  |  |
|  | 1 h | 3 h | 6 h | 12 h | 1 Day | 1 h | 3 h | 6 h | 12 h | 1 Day |
| 1950-1979 | 21.53 | 11.81 | 7.81 | 4.48 | 2.49 | 13.29 | 8.70 | 5.80 | 3.68 | 2.44 |
| 1955-1984 | 20.07 | 11.39 | 7.36 | 4.36 | 2.45 | 13.56 | 8.73 | 5.84 | 3.65 | 2.31 |
| 1960-1989 | 21.96 | 11.80 | 7.18 | 3.99 | 2.23 | 13.58 | 8.45 | 5.68 | 3.59 | 2.25 |
| 1965-1994 | 23.45 | 12.27 | 7.16 | 4.17 | 2.38 | 14.23 | 8.64 | 5.91 | 3.76 | 2.37 |
| 1970-1999 | 23.14 | 12.05 | 7.35 | 4.31 | 2.39 | 14.14 | 8.71 | 5.88 | 3.72 | 2.45 |
| 1975-2004 | 22.56 | 13.21 | 7.84 | 4.52 | 2.60 | 15.09 | 8.73 | 5.82 | 3.87 | 2.65 |
| 1980-2009 | 23.97 | 12.00 | 6.92 | 4.06 | 2.20 | 14.27 | 8.63 | 5.77 | 3.62 | 2.19 |
| 1985-2014 | 23.08 | 11.82 | 6.63 | 3.75 | 2.19 | 13.08 | 8.00 | 5.47 | 3.44 | 2.11 |

Mean of Ensemble Members

| Reference Period | Case $\mathbf{1}$ of Disaggregation |  |  |  | Case 2 of Disaggregation |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathbf{1} \mathbf{h}$ | $\mathbf{3} \mathbf{h}$ | $\mathbf{6} \mathbf{h}$ | $\mathbf{1 2} \mathbf{h}$ | $\mathbf{1}$ Day | $\mathbf{1} \mathbf{h}$ | $\mathbf{3} \mathbf{h}$ | $\mathbf{6} \mathbf{h}$ | $\mathbf{1 2} \mathbf{h}$ | $\mathbf{1}$ Day |
| $1950-1979$ | 26.44 | 14.94 | 9.00 | 5.03 | 2.77 | 16.72 | 10.45 | 7.40 | 4.62 | 2.73 |
| $1955-1984$ | 28.18 | 16.03 | 9.66 | 5.44 | 2.99 | 17.81 | 11.25 | 8.03 | 5.01 | 2.94 |
| $1960-1989$ | 28.50 | 15.63 | 9.37 | 5.21 | 2.88 | 17.36 | 10.80 | 7.47 | 4.65 | 2.82 |
| $1965-1994$ | 28.30 | 15.43 | 9.28 | 5.17 | 2.86 | 17.39 | 10.66 | 7.39 | 4.62 | 2.81 |
| $1970-1999$ | 28.77 | 15.42 | 9.30 | 5.19 | 2.89 | 16.83 | 10.48 | 7.46 | 4.68 | 2.84 |
| $1975-2004$ | 30.92 | 16.40 | 9.80 | 5.53 | 3.02 | 17.94 | 11.05 | 7.80 | 4.85 | 3.00 |
| $1980-2009$ | 31.20 | 16.28 | 9.76 | 5.45 | 3.01 | 17.86 | 10.78 | 7.42 | 4.73 | 2.97 |
| $1985-2014$ | 30.55 | 16.53 | 9.83 | 5.46 | 3.03 | 18.18 | 10.66 | 7.20 | 4.63 | 2.98 |

## 4. Conclusions

In this study, a set of IDF curves for the current and future climate scenarios was derived and compared. Two cases of rainfall disaggregation were used to disaggregate the daily rainfall for both climates (i.e., current and future) to an hourly scale. One case was based on two climate variables, namely, historical temperature and historical rainfall, which were used as the predictors for the disaggregation (case 1). The other case was based on one climate variable only, i.e., historical rainfall (case 2). The uncertainty in the difference between the IDF curves which resulted from the two cases of disaggregation was assessed over eight reference periods. Each of the eight reference periods had a specified length of 30 years and a window of 5 years moving from the first to the last period. These reference periods were used to bias correct the future RCM rainfall data.

The projected results of the climate model based on the above two cases of rainfall disaggregation indicated that the percentage change between the projected and current rainfall intensities was significant. However, the uncertainty in the difference of percentage change between the two cases of disaggregation was found to vary with return period and rainfall duration. For each rainfall duration, the extent of uncertainty grew as the return
period lengthened. On the other hand, the uncertainty decreased in each return period as the rainfall duration increased. However, the IDF curves that were produced on the basis of the two cases of disaggregation showed an increase in future rainfall projections as compared with the IDF curves of the current climate for all durations, frequencies, and over all eight reference periods, except for the first duration for case 1 disaggregation, which showed opposite results (i.e., a decline) in the future projection for all frequencies except the first frequency and by most of the reference periods. However, the projected and current rainfall values based on case 1 disaggregation were higher than the corresponding projections and current values based on case 2 disaggregation.

The return period for a specific rainfall intensity in the current climate is expected to be shorter when it appears in the future. The difference of the results for such a return period based on the two cases of rainfall disaggregation was found to be considerable. This difference was accompanied by high uncertainty over the eight reference periods and it became higher as the rainfall duration shortened and the return period lengthened. Moreover, the value of future rainfall intensity for the driest ensemble member, wettest ensemble member, and the mean of 11 RCM ensemble members was found to vary between the two cases of disaggregation and across the eight reference periods. The uncertainty related to this point is significant, especially for short rainfall durations and long return periods.

Overall, it can be clearly seen from the results of this study that the uncertainty in the projected IDF curves for the future climate is produced whether or not another climate variable (i.e., temperature) is adopted alongside historical rainfall as a predictor for rainfall disaggregation. Moreover, the effect of using temperature and rainfall instead of rainfall alone for the disaggregation of rainfall data from a daily to an hourly scale and, consequently, on the projection of future climate is significant. Due to climate change, the temperature rise and previous studies find that not just the rainfall volume scale with temperature. However, each fraction within the rainfall temporal pattern scales differently with temperature. So, the peak rainfall fraction scales positively with temperature and becomes peakier, while the non-peak fraction scales negatively with temperature and becomes less. Such a change in the rainfall temporal pattern would definitely have an effect on the peak flow of a sewer system and may lead to flooding. Thus, using both the temperature variable and the rainfall variable for disaggregation will produce accurate results for both AMs and storm profiles. Such AMs can be used to construct IDF curves while the storm profiles can be used to simulate design floods either by the continuous simulation or design storm approach.

While the above results are important for the engineering community, further research is required to examine some questions that remain unanswered. For example, how would the use of more than two climate variables (i.e., besides temperature and rainfall) for rainfall disaggregation affect the future IDF curves? Moreover, how would applying the results of the projected IDF curves for the two cases of rainfall disaggregation in a hydrological model affect the peak flow? Finally, how can the uncertainty of the peak flow be in comparison with the uncertainty of IDF curves? It is hoped that this study will motivate the research community to further investigate such questions.
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disaggregation for the first and last reference periods. Each subplot is for the sixth return period and for five rainfall durations.
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