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Abstract: Although Austria is a water-rich country, impacts of climate change on water supply are
already noticeable. Some regions were affected by water scarcity in recent years. Due to climate
change, an increase in peak water demand is expected in the future. Therefore, water demand
prediction models that include climate indices are of interest. In this paper, we present a general
multiple linear regression (GMLR) model that can be applied to selected study sites. We compared
the performance of the GMLR model with different modeling approaches, i.e., stepwise multiple
linear regression, support vector regression, random forest regression and a neural network approach.
All models were trained with water demand and weather data reaching back several years and
tested with the last available observation year. The applied modeling approaches achieved a similar
performance. As a second step, the GMLR model was used to estimate the peak water demands for
the time period 2025–2050. For the future water demand estimate, 16 different climate projections
were used. These climate projections represent the worst-case climate change scenario (RCP 8.5).
The expected increase in peak water demand could be confirmed with the modeling approach. An
increase in peak water demand by 3.5% compared to the reference period was estimated.

Keywords: long-term daily water demand forecasting; peak water demand; climate change; MLR;
SVR; RF; ANN

1. Introduction

Water demand is influenced by various trends, like climate change, economic change
and demographic change [1,2]. These trends change slowly over several years, but still,
have a major impact on future daily water demand. Countries all over the world will
have to deal with the effects of these trends in the future. Although Austria is a water-rich
country, some regions are affected by water shortages. These regions may face water
scarcity in the future due to the trends mentioned before, if there is a strong population
growth in some regions the water demand will increase, and this can lead to a supply
shortage [3]. With regard to these changes, water utilities need to be able to estimate the
future water demand. Therefore, long-term forecast models are necessary.

Most research on water demand forecasting can be divided into short-term or long-
term forecasts. Short-term forecasts are mostly based on hourly or daily water demands
and serve for operational optimization tasks. Almost all long-term forecasts deal with
monthly or annual water demands [4].

There are several studies analyzing different modeling approaches for short-term
water demand forecasting. Vijai and Bagavathi Sivakumar [5] compared modeling ap-
proaches for short-term prediction using hourly and daily interval data. The following
approaches were used for this comparison: artificial neural network (ANN), deep neural
network, extreme learning machine, least square support vector machine, Gaussian process
regression and random forest (RF).

Support vector regression (SVR) and artificial neural networks are common modeling
approaches for water demand prediction. Both approaches can be used for short-term and
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long-term predictions. In the study from Msiza et al. [6] both approaches were compared,
and it was observed that the ANNs outperformed the SVMs. Zubaidi et al. [7] used an
ANN to predict long-term, monthly water demands. The study has shown that the model
achieved good results by comparing the observed and the predicted water demand. The
authors pointed out that more research is required to learn more about the impacts and the
relationships between climate change and long-term water demand for different regions.

A lot of research that deals with the effects of climate change on water demand can
be found in the literature. A study for the city of Toronto [8] showed that the average
summer water demand will increase by 2% and the peak water demand will increase
by 1.8% if the daily maximum temperature rises by 1 ◦C in summer. In this study, a
stepwise regression approach was used to derive a daily demand model. A long-term
demand model was derived from the daily demand model. Donevska and Panov [9] used
multiregression models to show the impact of climate change on water demand. Therefore,
water supply data was considered in relation to the climate parameters (temperature
and precipitation). Vonk et al. [10] predicted daily water demand with a SVR model,
considering meteorological parameters and changes in vacation absence/presence (tourism)
and coupled that to an extreme value model. The effects of different climate change and
vacation scenarios for 2050 were predicted. They found that the average water demand
increases by 0.8%, while the peak water demand increases by 6.5% by 2050.

A study [11] for Austria that describes the impact of climate on peak water demand
indicates that effects depicted in [8–10] will likely occur here as well. In the Austrian study,
the relationship between temperature, dry episodes and water demand was demonstrated.
The authors found that daily water demand increases when the temperature rises. It was
also shown that peak water demand occurs on days with increased temperatures.

Given these findings, utilities need appropriate models for long-term predictions
and those models need to be able to incorporate climate change and sociodemographic
development. The purpose of this work is to show the long-term changes in peak water
demand using a general regression model. In many cases, only short water demand
records are available, which makes the development of a general regression model difficult.
Nevertheless, we aimed to derive a suitable and general regression model from zonal
inflow data that were available in Austria. This model should be able to forecast future
peak water demand (amount and frequency) with respect to climate projections. In a first
step, the correlation between water demand and weather records is analyzed. For this
short period a general regression model is developed using weather records, since climate
projections are not suitable for this short-term analysis. In a next step the general regression
model is applied to climate projections for a long-term estimate. A requirement is that
the general regression model can be applied to different study sites in Austria. This is
particularly important, as this model will be integrated into a game-based, strategic, long-
term planning tool for water utilities. This serious game is being developed for a research
project [12]. Among other things, this planning tool evaluates the long-term resilience of
water supply systems for several climate change scenarios. In addition, the user can apply
different urban and demographic development strategies. Therefore, a model that allows
one to predict the peak water demand and the number of peak water demand days for
different climate change and demographic scenarios is needed.

Given these goals and constraints, this work is structured as follows. In the materials
and methods section, we give an overview of the study sites and the climate projections.
Next, we briefly describe the workflow. In the results section, we present the performance
evaluation of the general regression model and compare the results from the peak wa-
ter demand forecast with the reference period, before drawing our conclusions in the
final section.
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2. Materials
2.1. Study Sites

For this work, two areas in Austria were selected, Vienna and Graz. Vienna’s water
distribution system is divided into measurement zones. For the use in our research, inflow
data for two individual zones were available. For both zones, the inflow into the zone is
measured. While the first zone (Zone 1) is a residential district with detached houses, the
second (Zone 2) is composed of both residential and industrial use. The mean inflow in
Zone 1 is 4871 m3/d and 5109 m3/d in Zone 2.

For Graz inflow data for two zones were provided by the utility. Both zones are
residential districts. The mean inflow for Zone 3 is 2015 m3/d and 2259 m3/d for Zone 4.
The measurement devices are positioned at pumping stations. In both zones, counter tanks
are located in the system. Therefore, not only the consumption in this zone is measured,
but also the counter tank filling is shown in the inflow measurement. The tank fillings do
not follow any recognizable pattern and information about pumping schedules was not
available. The demographics composition in the selected zones is representative of many
other zones in Austria.

2.2. Water Demand and Weather Records
2.2.1. Water Demand Records

Water utilities in Austria keep records of daily water demand, represented by daily
system or zone inflow. These records reflect an approximation of the actual water demand
for the supplied area, when assuming that water losses are small and constant over the
measured period due to active leakage control. There are no fluctuations due to tourism in
the selected zones.

In a preliminary analysis, we analyzed the monthly water demand of the four different
study sites for an observation period of several years. The purpose was to derive if and
in which months an increase in demand can be observed. From the available inflow data,
we could derive that during the winter months (October–March) the water demand is
generally lower than during the rest of the year. For example, Figure 1 shows a heat map
of the maximum daily demand per month from 2013 to 2019 in Zone 4.
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For further analysis only a short period (three years from 2017 to 2019) of water
demand records were considered because this time series was available for all zones
without larger gaps. In addition, the water distribution network structure and operation
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system did no notable change during this period. Additionally, in these three years the
amount and categories of customers did not change.

In the study period, the mean daily water demand in Zone 4 during the winter
months was 2292 m3/d and during the summer months it was 2637 m3/d. As the peak
water demand days are especially interesting for our research, we made the following
assumptions: All days, where the daily demand falls within the upper 10% range of
the daily demand of the observation period, were considered and labeled as peak water
demand days. In the period from 2017 to 2019, 58 peak water demand days were measured
for Zone 4. These occurred as follows, 11 in April, 18 in May, 21 in June and 8 in July. For
this zone none occurred in August and September. Comparing the number and amount of
peak water demand days with those of Zone 1, the distribution looked somewhat different.
The mean daily water demand during the winter months was 4714 m3/d, while the mean
daily water demand was 5006 m3/d during the summer months. In Zone 1 a total of
67 peak water demand days were recorded. Out of these 67 days, 3 occurred in April,
11 in May, 41 in June, 7 in July and 5 in August. No peak water demand day occurred in
September, but the demand was still higher than in the following months.

As our goal was to determine the number of days with the highest demand and how
they are related to climate indices like hot days and consecutive dry days, we limited the
observation period to the months April to September.

2.2.2. Weather Records

Daily weather records for the observation period 2017–2019 were obtained from the
Central Institute for Meteorology and Geodynamics (ZAMG) [13]. These weather records
include mean temperature, maximum temperature, minimum temperature, amount of
precipitation and the kind of precipitation. For each water supply system, the data from
the closest meteorological station were used. For the study site in Graz, we used precip-
itation records from a nearby weather station, which were collected by Maier et al. [14].
Weather records were used to show the relationship between weather phenomena and
water demand.

2.3. Climate Change Scenarios

For the Intergovernmental Panel on Climate Change’s (IPCC) Fifth Assessment Report,
representative concentration pathways (RCPs) were developed. The term “representative”
describes that each RCP represents only one pathway of a large set of scenarios. Each
scenario can lead to the specific characteristics of the radiation forcing. The word “path-
way” describes that the long-term concentration levels and trajectory taken over time are
important to achieve the result [15].

According to van Vuuren et al. [16], four RCPs were created in cooperation with
emission inventory experts, terrestrial ecosystem modelers, integrated assessment modelers
and climate modelers. The selected RCPs were named after the radiative forcing target
level for the end of the 21st century. These pathways were expected to lead to a radiative
forcing level of 2.6, 4.5, 6.0 and 8.5 W/m2 by 2100. The RCPs contained one mitigation
scenario (RCP2.6), two medium stabilization scenarios (RCP4.5/RCP6.0) and one very high
baseline emission scenario (RCP8.5).

The ÖKS 15 study [17] describes the impact of climate change on Austria. In this study,
climate projections for Austria were created, which represent the RCPs. Climate projections
are derived from various combinations of global (GCM) and regional climate models
(RCM). The RCMs have been bias corrected by means of scaled distribution mapping. Each
climate projection represents a plausible possible state of the climate The climate varies in a
natural way, these variations are called climate variability. A 25- or 30-year period is needed
to better compensate the short-term climate variability. If the climate projections were used
for a shorter period, there are too many uncertainties due to the annual climate variability.

To describe the climate changes, 27 climate indices are defined in the ÖKS 15 study [17].
These indices are based on intuitive and statistically robust climate parameters that are
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either temperature, precipitation or radiation-based. Therefore, the 27 indices are divided
into three groups, temperature-based, radiation-based and precipitation-based. The study
describes that for the time period 2021–2050 an average increase of 11 summer days (days
with a maximum temperature of more than 25.0 ◦C) and 4.3 hot days (days with a maximum
temperature of more than 30.0 ◦C) can be expected in Austria for the RCP8.5. Furthermore,
a rise in the mean air temperature of 1.4 ◦C on average can be expected for Austria. The
climate projections are available on the CCCA Data Server platform [18]. The climate
projections offer the unique possibility to look at global climate changes on a local level.
Therefore, global changes can be represented without considering changes in the local
demographic development.

Climate Classification

According to Rubel et al. [19], there are three different climates, Dfb, Cfb and ET, in
Austria. The climate classification Dfb describes a humid and warm continental climate.
Cfb classifies a warm temperate climate, fully humid and warm summers. The abbreviation
ET stands for a tundra climate. The climate classification for Vienna and Graz is Cfb. Rubel
at al. [19] showed how the climate classification can shift due to the different climate
change scenarios in the alpine region and in Austria. For the worst-case climate change
scenario, the climate classification Cfb could change to Cfa until the end of the 21st century.
Cfa stands for warm temperate climate, fully humid and hot summers. For example, the
current climate classification in Bologna is Cfa.

3. Methods

In this section, an insight into data preparation is given and then a brief overview
of the three-step workflow of the modeling approach is provided. Figure 2 presents a
flowchart where the three steps are described.
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In the first step, a general multiple linear regression (GMLR) model was derived from
individual MLR models using the short-term water demand and weather datasets. The
weather records were used, because climate projections are not suitable for this short-term
prediction (see Section 2.3). To verify the model performance of the GMLR model, the
model accuracy of the training and test data set was calculated using common methods
(Section 3.2.6) and compared with the results from well-known modeling approaches (MLR,
SVR, RF and ANN, Section 3.2).

The second step was to evaluate the short-term peak water demand days. It was
checked whether the GMLR model could generate approximately the same number of peak
water demand days as the calculated number of peak water demand days from the water
demand records.

In the third step, based on the reference period 1980–2005, the change in peak water
demand and peak water demand days was calculated for the period 2025–2050 using the
GMLR model. For this estimate, the model was applied to long-term climate projections.

In the last step, the estimated increase in peak water demand was compared with
results from similar studies found in the literature.

Before the first step of the modeling approach could be undertaken data preparation
was necessary for the provided zonal inflow data, for the weather records and for the
available climate projections.

3.1. Data Preparation
3.1.1. Water Supply Records

Data preparation was done similarly for the four investigated zonal inflow data. All
zonal inflow data for Graz were available in an hourly resolution, providing the average
hourly inflow in m3/h. For Vienna the zonal inflow data was available in minute resolution.
To prepare the data for deriving adequate daily peak water demand prediction models,
first, the time changeover was corrected, next missing values in the inflow data were
replaced through linear interpolation and single downward outliers were eliminated. Next,
the daily zonal water demand in m3/d was calculated for all zones.

3.1.2. Derivation of Relevant Climate Indices

In a first step, the 27 climate indices from the ÖKS 15 study [17] were analyzed in
order to select the ones that have an influence on water demand. Two radiation-based,
9 precipitation-based and 16 temperature-based indices were defined. The radiation-based
indices were not included because the needed historical data is not available.

For the precipitation-based indices, the quantity-based indices were excluded, as
Adamowski [20] found that compared to the occurrence of precipitation, the quantity of
precipitation does not correlate well with the daily peak water demand. Based on these
findings, six other indices are not relevant for our purpose. Since the dry episodes and
precipitation episodes were of interest for our task, two indices were selected with respect
to these episodes. The index that is similar to the precipitation episode was also omitted.

The seven indices based on cold temperatures were not used for this analysis, as
we only considered the summer months in this work. Furthermore, two vegetation and
one cooling degree day indices were also excluded for this task. From the remaining
six temperature-based indices, these were selected by what we believe were best suited
to represent a change in water demand. In the case of very similar indices, we chose a
representative one. The last step was to check whether the selected indices correlated with
water demand.

3.1.3. Calculation of Climate Indices from Historic Weather Records

To be able to use climate indices in the model building and training process, climate
indices for the water demand observation periods were derived from historic weather data.
The data from the climate projections were prepared similarly to be used with the models
later on.
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3.2. Model Building

With reference to the workflow shown above in Figure 2, the following section de-
scribes the applied modeling approaches, followed by an insight into the GLMR model
development and finally the methods for model accuracy comparison are presented. Tech-
niques like the MLR and the RF were chosen for their simplicity. Furthermore, SVR and
ANN were selected for their performance [6,10]. The variables derived from the MLR
model building process were used to build a suitable SVR, RF and ANN. All models were
trained with a training data set of two years and tested with the last available observation
year. This training and test data set included daily water demand records and historical
weather records including climate indices.

3.2.1. Multiple Linear Regression Model (MLR)

The multiple linear regression tries to find the relationship between a set of inde-
pendent X and dependent variables Y. The following equation shows the mathematical
equation of the multiple linear regression [21].

Y = f (X) = β0 + β1X1 + β2X2 + . . . + βnXn + ε (1)

Here β0 stands for the intercept, βn are the regression parameters for n independent
variables while ε describes the error term, which is to be kept small. One requirement of
these models is that they are linear in the parameters β0, β1, . . . , βn, which means that each
parameter is multiplied with a variable X. The sum of the multiplication terms defines the
regression function.

The advantage of the regression model is its simplicity and the possibility to derive a
GMLR model for different study sites.

3.2.2. Support Vector Regression (SVR)

Support vector machines (SVMs) were originally developed to solve classification
problems [22]. SVM can be applied to regression problems as well. The process of applying
SVMs to regression problems is called support vector regression (SVR).

The SVR algorithm tries to find a function that fits the given points in a training set.
The kernel function transforms the input data, which also allows non-linear relationships
to be mapped. Commonly used kernels are the polynomial kernel and the radial basis
function (RBF) kernel. Equation (2) shows the RBF kernel [23].

K
(
x, x′

)
= exp

(
−‖x− x′‖2/σ2

)
(2)

Here x and x′ stand for input vectors and σ is a defined parameter. For the SVR
model the hyperparameters used are C and ε. C stands for a penalty parameter and
determines the weight between two terms, and ε defines a margin of tolerance around
the regression line where no penalty is given to errors [23]. For the implementation of the
SVR model we used the R-package e1071 [24]. We trained the SVR model using 10-fold
cross-validation. For hyperparameter optimization, we implemented a grid search to
derive optimal hyperparameters and avoid overfitting.

3.2.3. Random Forest Regression (RF)

Random forest is a modification of the resampling technique bagging, and it consists
of a set of decorrelated regression decision trees. Each tree is depending on a random vector.
The random vector is generated independently from the training dataset and a replacement
technique, which creates an ‘if-then’ strategy. For the random forest regression, a large
number of trees is drawn from bootstrapped samples. In addition to bagging, the RF also
uses feature selection. To be able to determine the best predictors for the splitting nodes, a
random sample of m predictors was drawn at each node. Only m random predictors were
used and for each node, a new sample of m predictors was drawn. For RF, the number of
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trees and the number of variables randomly sampled at each node must be determined.
In general, the input variables are the root and the output variables are the leaves of the
tree [25–27]. We implemented the RF with the R-package randomForest [28]. To derive the
optimal number of nodes and trees, we implemented a grid search.

3.2.4. Artificial Neural Network (ANN)

An artificial neural network (ANN) is a data-driven process. The ANN is using a
flexible mathematical algorithm to determine a relationship between input and output data
sets. An ANN consists of a network of neurons, which are connected in a special order to
each other. The neurons perform a simple numerical manipulation [21].

The feed-forward ANN implemented in this work is a multilayer perceptron (MLP).
The MLP’s network architecture, a sequence of fully connected layers containing units
with rectified linear unit activation function, is based on comparable applications [7] for
demand prediction.

Batch size for model training was identical to the MLR, SVR and RF models to ensure
result comparability. Further, model parameters were randomly initialized, a static learning
rate and validation split were assumed. Hyperparameters like the number of hidden layers
and the number of units in each layer were determined manually. We implemented the
ANN in R with the packages keras [29] and tensorflow [30].

3.2.5. Derivation of a GMLR Model

To derive a GMLR, first individual MLR models are created for each zone. The suitable
climate indices (see Section 3.1.2 and Table 1 in Section 4.1.2) and general variables (days of
the week and month) were selected from a stepwise forward variable selection process,
which was carried out during the MLR building process. Gedefaw et al. [31] describes
different variants of how variables can be selected for regression models. We sorted the
variables by stepwise selection. For the stepwise selection, all variables and combinations of
variables were added to the model. For each variable and all combinations, the p-value was
calculated, using the chi-squared test. Next, a model with all variables and combinations
with a p-value smaller than 0.1 was created. For this new model, the new p-values were
calculated and all variables with a value greater than 0.1 were removed from the model.
These steps were repeated until only variables and combinations with a p-value < 0.1 were
left in the model. Since for the tool a model is needed, which is applicable throughout
Austria or at least for the climate region cfb in Austria, we compared each individual MLR
model. Due to the multiple occurrences of the variables in the individual MLR models, we
tried to derive a GMLR model for the selected zones. The variables that occurred in most
of the individual MLR models were selected and combined into a GMLR model.

3.2.6. Model Accuracy Metric

To evaluate the model accuracy of the different modeling approaches, four common
measures of model accuracy were used, namely root mean square error (RMSE), mean
absolute error (MAE), mean absolute percentage error (MAPE) and Pearson correlation (r).
The four metrics can be described as follows:

RMSE =

√√√√ 1
N

N

∑
t=1

∣∣Yt − Ŷt
∣∣2 (3)

MAE =
1
N

N

∑
t=1

∣∣Yt − Ŷt
∣∣ (4)

MAPE =
100
N

N

∑
t=1

∣∣∣∣∣Yt − Ŷt

Yt

∣∣∣∣∣ (5)
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r =
N(∑ YtŶt)− (∑ Yt)

(
∑ Ŷt

)√[
N ∑ Y2

t − (∑ Yt)
2
][

N ∑ Ŷ2
t −

(
∑ Ŷt

)2
] (6)

Yt and Ŷt stand for the measurement and the forecast value for N time steps at time t,
and Yt − Ŷt represent the forecast error. MAPE is best suited to compare the performance
of the models in each study site because it is independent of system water capacity [4].

3.3. Short-Term Peak Water Demand Days Evaluation

In addition to evaluating the accuracy of the predicted peak water demand value,
the ability of the model to predict the number of peak water demand days was evaluated.
Therefore, the number of measured peak water demand days were compared to the number
of predicted peak water demand days.

3.4. Long-Term Peak Water Demand Estimation

For the long-term peak water demand estimation, we applied the GMLR model
to 16 climate projections for RCP8.5, the worst-case climate change scenario. We chose
RCP8.5 because for the considered period from 2025 to 2050, the individual RCPs did not
diverge significantly. Only at the end of the 21st century a strong difference between the
RCPs can be seen [17]. For the forecast, it is assumed that the study sites and the water
distribution system remain approximately the same and there is no noticeable demographic
development. The climate projections were prepared in the same way as the historical
weather records. Here, the estimated peak water demand for the period 2025–2050 was
compared with that of the reference period (1980–2005).

4. Results and Discussion
4.1. Data Preparation
4.1.1. Water Supply Records

For the zonal inflow data in Graz, we used the data in two forms, first, the raw inflow
(further abbreviated as “Zone 3 R” and “Zone 4 R”), which is influenced by the tank filling
process as well, and second we applied a rolling mean over the daily demand data (further
abbreviated as “Zone 3 M” and “Zone 4 M”) to smoothen peaks caused by pumping and
hence get a better representation of the actual demand of the customers and the influence
of climate indices.

4.1.2. Derivation of Relevant Climate Indices

With reference to Section 3.1.2, where the selection of climate indices is described, the
climate indices that are taken into account for regression modeling are described in Table 1.

Table 1. Significant climate indices [17].

Climate Indices Abbreviation Description

Air temperature (◦C) tm Mean Temperature

Hot days (days) su30 Days with a maximum temperature of more
than 30.0 ◦C

Summer days (days) su25 Days with a maximum temperature of more
than 25.0 ◦C

Heat waves (days) hw
A period of at least three days with a daily

maximum temperature of more than 30.0 ◦C and a
daily minimum temperature of at least 18.0 ◦C

Consecutive dry days (days) cdd An episode lasting at least five days with a
precipitation amount of less than 1 mm

Consecutive wet days (days) cwd An episode lasting at least three days with a
precipitation amount of at least 1 mm



Water 2021, 13, 1912 10 of 19

4.1.3. Calculation of Climate Indices from Historic Weather Records

The historic weather records were available in daily resolution. The climate indices
were calculated as described in Table 1. All days on which the daily maximum air tem-
perature was above 30.0 ◦C were identified as a hot day. If there are several hot days in a
row, they were counted consecutively as long as one hot day follows another. The same
was done for the climate index summer day. A heat wave is defined as a period when the
maximum air temperature exceeds 30.0 ◦C and the minimum air temperature does not fall
below 18.0 ◦C. This period must last at least three days, if the heat wave lasts longer, the
additional days were added to the heat wave. For the climate index consecutive dry days
all days where the precipitation amount was less than 1 mm were counted, these episodes
must last at least five days, otherwise it was not identified as consecutive dry days. For
the consecutive wet days at least three days with a precipitation amount of at least 1 mm
must occur.

The derived daily values for these climate indices were then merged with the water
demand records.

4.2. Model Building

For all models, the data were split into training and test data sets. The training data set
included the years 2017–2018 and for testing the data from 2019 were used. The categorical
variables days of the week and month were converted to a binary class matrix, for their use
in SVR, RF and ANN models.

4.2.1. Multiple Linear Regression Model

We created an individual stepwise MLR model for each zone. The climate indices of
Table 1 and the variables days of the week and month and combinations of those were taken
into account for the stepwise forward variable selection process described in Section 3.2.5.
Figure 3 shows the results of the stepwise model building process for all zones with respect
to the significant model variables and a combination of these and depicts the variable
importance for the individual MLR models. All variables marked in color were used
in the individual MLR model for a zone. The grey variables were not included in the
individual MLR model. The different colors show the variable importance, the lighter the
color, the more important the variable is in the respective model. Different variables and
combinations of these were found to be significant for the individual MLR models. For
each zone, the mean air temperature (tm) and the combination of mean air temperature and
month (tm:m) were among the most important variables. No heat waves were recorded
in the weather records in Graz for the time period 2017–2019. Therefore, these were not
considered in the model.

4.2.2. GMLR Model

To derive a GMLR model for the tool, the individual MLR models were compared with
each other. It was found that some variables appeared in all models. To build this GMLR
model, the variables that were found to be significant in at least four of the individual
regression models were selected. With the selected variables, a GMLR model was derived
for all study sites. The following variables were used to build the GMLR model:

• Mean temperature (tm);
• Hot days (su30);
• Summer days (su25);
• Days of the week (wd);
• Month (m);
• Consecutive dry days (cdd);
• Consecutive wet days (cwd);
• Combination of mean temperature and month (tm:m).

Figure 4 shows the variable importance for the GMLR model in each zone. The
variable mean air temperature was one of the most important variables in all zones. In
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Zone 1, besides the mean temperature, the variable days of the week and the combination
of mean temperature and month were very important. In Zone 2 the heat parameters, like
summer and hot days were the least important. This may be related to the fact that the
zone was composed of both residential and industrial use. Zone 3 R and Zone 3 M did not
differ much, here the climate indices hot days, mean air temperature and the combination
were evaluated as most important. The main difference between Zone 4 R and Zone 4 M
was that the days of the week had less influence in Zone 4 M. This can be attributed to
the data preparation since the rolling mean not only smooths the pumping peaks but also
blurs the days of the week together.
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4.2.3. Model Training, Testing and Evaluation

For training the SVR, RF and ANN models, the training data set including the variables
days of the week and month in the form of a binary class matrix was used. The model
accuracy of all models (MLR, GMLR, SVR, RF and ANN) was quantified with the metrics
introduced in Section 3.2.6.

To check if the GMLR model achieves similar results to the other applied models, the
results from the model accuracy test were compared between the applied models.

Table 2 shows the results from the model accuracy tests. The GMLR model achieved
good model accuracy for all zones. The best results were achieved for Zone 1, where the
MAPE was only 5% by average between the predicted demand and the measured. For
each zone, a good model accuracy with a low MAPE was achieved.

Table 2. Model accuracy for the training data set (2017–2018) for all applied modeling approaches.
The results from the GMLR model are highlighted in bold letters.

Zone MAPE (%) r (-) RMSE (m3) MAE (m3)

Zone 1 GMLR 0.05 0.63 347 263
Zone 1 MLR 0.05 0.64 345 262
Zone 1 SVR 0.04 0.82 263 206
Zone 1 RF 0.04 0.86 245 193

Zone 1 ANN 0.06 0.64 375 375

Zone 2 GMLR 0.07 0.64 474 380
Zone 2 MLR 0.08 0.59 568 428
Zone 2 SVR 0.07 0.61 506 393
Zone 2 RF 0.08 0.51 512 418

Zone 2 ANN 0.09 0.28 697 524

Zone 3 R GMLR 0.09 0.66 223 180
Zone 3 R MLR 0.09 0.66 220 178
Zone 3 R SVR 0.08 0.80 182 158
Zone 3 R RF 0.07 0.81 182 149

Zone 3 R ANN 0.09 0.63 237 179

Zone 3 M GMLR 0.06 0.78 149 120
Zone 3 M MLR 0.06 0.78 150 121
Zone 3 M SVR 0.04 0.90 108 84
Zone 3 M RF 0.04 0.89 114 91

Zone 3 M ANN 0.08 0.63 221 165

Zone 4 R GMLR 0.10 0.61 332 256
Zone 4 R MLR 0.10 0.64 322 249
Zone 4 R SVR 0.09 0.74 288 229
Zone 4 R RF 0.08 0.81 268 204

Zone 4 R ANN 0.11 0.49 401 284

Zone 4 M GMLR 0.08 0.65 278 219
Zone 4 M MLR 0.08 0.69 265 209
Zone 4 M SVR 0.06 0.83 215 166
Zone 4 M RF 0.06 0.85 208 158

Zone 4 M ANN 0.08 0.55 328 222

It can be seen that the MAPE of the applied models did not differ significantly within
the individual zones. The correlation differed significantly between models and zones.
The GMLR model provided almost similar results to the individual MLR models in terms
of model accuracy tests. The RMSE and MAE results could not be compared across
all zones, as they depended on the system water capacity. None of the models clearly
outperformed another.

After training the models, the daily water demand was predicted using the test data
set. As with the training data set, the model accuracy was determined for each modeling
approach and then checked to see how the GMLR model performed in comparison to the
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other modeling approaches. In Table 3 the model accuracy for the test data set for each
applied model is shown. The results were similar to those received with the training data
set. The GMLR model performed similarly compared to the other models with respect
to MAPE. Between models and zones, the correlation differed significantly. RMSE and
MAE also differed between the zones, but the difference was within an acceptable range.
The GMLR model offered acceptable performance for the task compared to the individual
MLR models.

Table 3. Model accuracy for the test data set (2019) for all applied modeling approaches. The results
from the GMLR model are highlighted in bold.

Zone MAPE (%) r (-) RMSE (m3) MAE (m3)

Zone 1 GMLR 0.09 0.61 494 421
Zone 1 MLR 0.09 0.70 481 417
Zone 1 SVR 0.10 0.66 504 441
Zone 1 RF 0.10 0.69 522 461

Zone 1 ANN 0.11 0.40 611 504

Zone 2 GMLR 0.12 0.60 718 553
Zone 2 MLR 0.11 0.68 658 498
Zone 2 SVR 0.11 0.76 616 452
Zone 2 RF 0.11 0.74 632 497

Zone 2 ANN 0.13 0.55 778 581

Zone 3 R GMLR 0.15 0.42 343 284
Zone 3 R MLR 0.14 0.43 340 280
Zone 3 R SVR 0.16 0.32 370 308
Zone 3 R RF 0.16 0.32 359 301

Zone 3 R ANN 0.17 0.16 415 340

Zone 3 M GMLR 0.08 0.60 200 167
Zone 3 M MLR 0.08 0.61 198 165
Zone 3 M SVR 0.08 0.56 209 173
Zone 3 M RF 0.09 0.50 219 181

Zone 3 M ANN 0.13 0.23 328 267

Zone 4 R GMLR 0.10 0.68 358 268
Zone 4 R MLR 0.09 0.67 352 258
Zone 4 R SVR 0.10 0.63 369 278
Zone 4 R RF 0.10 0.63 370 276

Zone 4 R ANN 0.13 0.46 470 365

Zone 1 GMLR 0.09 0.61 494 421
Zone 4 M GMLR 0.07 0.76 285 207

Zone 4 M MLR 0.07 0.72 295 212
Zone 4 M SVR 0.08 0.72 291 219
Zone 4 M RF 0.08 0.71 288 211

Zone 4 M ANN 0.10 0.52 387 290

Although only a short time period was available, it can be deduced from Tables 2 and 3
that the GMLR model provided acceptable and sufficient results. Therefore, the GMLR
model was well suited for our use case and this indicates that it can be successfully applied
to an individual zone.

4.3. Short-Term Peak Water Demand Days Evaluation

The next step is to check whether the GMLR model can predict the number of peak
water demand days with sufficient accuracy. The water demand was predicted with the
GMLR model for the time period 2017–2019 with the climate indices calculated from the
weather records. Further, the number of peak water demand days (upper 10% range of
demand) was determined and then compared with the number of peak water demand days
from the water demand records. In Table 4 the mean number of peak water demand days
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per year predicted with the GMLR model and the water demand records were compared.
It is shown that the difference was only a few days.

Table 4. Comparison of the mean number of peak water demand days per year between the results
from weather data and the water demand records, for the time period 2017–2019.

Zone Number of Peak Demand Days

Zone 1 GMLR 27
Zone 1 Water Demand Records 22

Zone 2 GMLR 22
Zone 2 Water Demand Records 22

Zone 3 R GMLR 23
Zone 3 R Water Demand Records 21

Zone 3 M GMLR 23
Zone 3 M Water Demand Records 20

Zone 4 R GMLR 25
Zone 4 R Water Demand Records 19

Zone 4 M GMLR 23
Zone 4 M Water Demand Records 21

The GMLR model slightly overestimated the number of peak water demand days.
Nevertheless, the deviation was in an acceptable range. The years 2017–2019 are among
the hottest years in Austria’s weather measurement history [32], this could be the reason
why the GMLR model overestimated the number of peak water demand days. Given the
short time series and the variability of the weather records, the GMLR model provided
satisfactory results.

For the future water demand forecast, which was undertaken next, for Zone 3 and 4
only the smoothed data (Zone 3 M and Zone 4 M) were used.

4.4. Long-Term Peak Water Demand Estimation

Since climate change depends on several factors, it is not possible to make a precise
statement about how the climate will behave in the future. The climate projections represent
only one of the possible future climate change scenarios. Nevertheless, we could use these
projections to estimate a range of possible future water demands.

To use the appropriate climate projections for the two supply areas Vienna and Graz,
the closest gridbox was chosen for the supply system. Furthermore, it is assumed that in
both zones there are no major demographic developments in the selected time period. To
be able to make a valid statement, a long time period must be chosen to cover the year to
year climate variability. Therefore, the climate projections were split up into a reference
period from 1980 to 2005 and a future period from 2025 to 2050. The historical period
1980–2005 was chosen as a suitable comparable reference period, as the short-term period
(2017–2019) was not significant enough. For this forecast, 16 different climate projections
representing the RCP8.5 were available and used. For each of the 16 climate projections
the future water demand was projected using the GMLR model. This results in a range of
possible water demands for each zone.

In a first step, we evaluated the change in the climate indices. Figure 5 shows the cli-
mate indices for the reference (1980–2005) and the future period (2025–2050) for Vienna and
Graz. An increase in mean air temperature for Vienna and Graz is noticeable. Additionally,
an increase can be seen in the number of hot and summer days. The number of consecutive
dry and consecutive wet days would remain very similar for this scenario, compared to the
reference period. A significant increase in heat waves was recorded for Vienna and Graz.
Furthermore, we compared the maximum temperature of the reference period with the
maximum temperature for the future forecasts and there was a temperature increase of
1.7 ◦C in Vienna and 1.6 ◦C in Graz. Comparing the results with the projections from the
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ÖKS 15 study [17], it can be seen that the increase in mean air temperature and summer
days were approximately the same.
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With the GMLR model, the water demand was estimated for the 16 available climate
projections for both selected periods. We compared the peak water demand from the
climate projections for 1980–2005 with the peak water demand for the time period 2025–
2050. We calculated the percentage change between the peak water demand 1980–2005
and the peak water demand for the future time period 2025–2050 (Figure 6). The change
of the peak water demand was given in a range. This range resulted from the individual
forecasts for the 16 climate projections. As can be seen in Figure 6, peak water demand
was projected to increase for most climate projections, but for some climate projections the
GMLR model projected a decrease in peak water demand. This may be due to the different
changes in the climate indices in the individual climate projections.

Furthermore, the average change in peak water demand was determined. For Zone 1
an average increase in peak water demand of 3.9% was found. The peak water demand in
Zone 2 will increase by 5.1% on average. For Zones 3 M and Zone 4 M it was found that the
peak water demand was expected to increase by 2.5% on average. On average, this resulted
in an increase in future peak water demand for the climate classification cfb of 3.5%.

Furthermore, the future peak water demand days were determined, these are shown
in Figure 7. The left side shows the number of peak water demand days for the reference
period 1980–2005 and the right side shows the number of peak water demand days for the
period 2025–2050. While the average of all projections shows a slight increase of 1 peak
water demand day, there were some projections that project a decrease. This was again due
to the previously mentioned different changes of the climate projections.
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From these results shown above, it can be concluded that the GMLR model provides
satisfactory and reasonable results. The GMLR model represents the increase of the water
demand in relation to the increase of the temperature-based climate indices appropriately.
Which suggests that the derived model can be applied to the selected study sites.

5. Conclusions

The presented GMLR model predicted the daily water demand by incorporating cli-
mate indices derived from historical weather records or climate projections and parameters
with respect to the seasonality of the water demand like days of the week and month.
To evaluate, whether the developed GMLR model delivered reasonable results, model
accuracy tests were undertaken using Pearson correlation or MAPE with training and
testing data. Besides that, the modeling results were compared with results from different
applied modeling approaches, like MLR, SVR, ANN or RF. The results showed that for
the investigated supply zones, all models provided satisfying and similar results. For the
time period 2017–2019 the number of peak water demand days could be predicted with
acceptable accuracy with the derived GMLR.

Therefore, in a next step, the peak water demand and peak water demand days for the
period 1980–2005 and 2025–2050 was estimated using the GMLR model and climate indices
derived from 16 climate projections. The use of the model with the climate projections
showed an increase in the temperature-based climate indices for the period 2025–2050,
which also results in an increase in peak water demand. For the climate classification
cfb an average increase in a peak water demand of 3.5% was estimated in relation to the
reference period 1980–2005. Further, a mean increase of one peak water demand day can be
expected for the worst-case climate change scenario for the time period 2025–2050. Hence,
the application of the GMLR model could confirm the expected increase in peak water
demand for the investigated supply zones.

When compared with the results from the study of Vonk et al. [10], where an average
increase of the peak water demand of 6.5% by 2050 was estimated compared to the reference
period (1995–2010), using eight scenarios that are based on RCP4.5, RCP6.0 and RCP8.5.
Additionally, compared with a study from Toronto [8], where a peak water demand increase
of 1.8% was predicted compared to the year 2000, resulting from a maximum temperature
increase of 1 ◦C, our results were within a similar range. With the presented GMLR we
estimated an average increase in peak water demand of 3.5% resulting from an average
maximum temperature increase of 1.65 ◦C in the investigated study sites.

The annual variability of water demand caused by the variability of weather and
climate was better represented with a longer time series, which allows one to reduce the
uncertainties that arise from this variability. For our purpose, the model gave satisfying
results for estimating the future peak water demand and peak water demand days. Nev-
ertheless, with a longer time series for training and testing, the modeling approach is
expected to perform better, e.g., in estimating the effects of dry and hot weather periods on
garden irrigation or pool fillings, which is not regulated so far in Austria.

In addition, to improve the model performance, demographic development will be
considered in the next step. To represent a broader range of climate change, additional
future time periods and other climate change scenarios will be considered.
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