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Abstract: Drought forecasting is an essential component of efficient water resource management
that helps water planners mitigate the severe consequences of water shortages. This is especially
important in hyper-arid climates, where drought consequences are more drastic due to the limited
water resources and harsh environments. This paper presents a data-driven approach based on an
artificial neural network algorithm for predicting droughts. Initially, the observed drought events
in the State of Kuwait were tested for autocorrelation using the correlogram test. Due to the cyclic
nature of the observed drought time series, nonlinear autoregressive neural networks (NARs) were
used to predict the occurrence of drought events using the Levenberg–Marquardt algorithm to train
the NAR models. This approach was tested for the forecasting of 12- and 24-month droughts using
the recently developed precipitation index (PI). Four statistical measures were used to assess the
model’s performance during training and validation. The performance metrics indicated that the
drought prediction was reliable, with Nash–Sutcliffe values of 0.761–0.878 during the validation
period. Additionally, the computed R2 values for model forecasts ranged between 0.784–0.883,
which indicated the quality of the model predictions. These findings contribute to the development
of more efficient drought forecasting tools for use by water managers in hyper-arid regions.
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1. Introduction

Drought events are climatic phenomena featuring substantial reductions in precipitation over a
defined period. Droughts may take place in all climatic zones and generally deplete water reserves at a
slow pace (typically between several months to several years), significantly impacting the moisture
levels in the soil, lakes, streams, and groundwater aquifers. Moreover, droughts affect human activities,
such as agriculture. The global demand for freshwater has increased enormously over the past
few decades due to rapidly increasing human populations and the demands of the ever-expanding
agricultural and industrial sectors. Climate change and increasing water pollution have contributed
to the need for drought management, particularly as the frequency of extreme hydrological events
has increased in recent times [1,2]. Additionally, drought impacts can influence both society and the
economy [3,4]. Water quality can also be affected by drought, as the quantities of sediments, nutrients,
and organic matter carried by surface streams can experience significant decreases as flow rates fall [5].
Therefore, quantitative drought impact assessments should be conducted to establish resilient water
management plans that can secure water resources for the growing human population.

Climate change has major implications for the future of humanity and represents a significant
challenge for the global population, potentially causing more extreme global events that have major
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socioeconomic repercussions [6–8]. Climate change has attracted increasing worldwide attention from
governments and researchers, where significant efforts have been invested in identifying strategies for
reversing its outcomes. Due to the global warming effect, the impact of climate change is expected to
increase in the future, leading to variability in sea surface temperature (SST) anomalies. This variability
in the SST will certainly lead to more intense droughts events [9,10]. The impacts of droughts on arid
regions are particularly concerning, as conventional water resources are severely limited in such regions,
which generally receive <250 mm per year of rainfall and whose water reserves are easily depleted.
In these regions, groundwater is often the sole or major conventional water supply available, requiring
efficient management (especially during water shortages). One method of addressing extreme climate
change outcomes is through a risk management approach [11]. Unlike conventional methods, this takes
a proactive approach that involves identifying and implementing solutions. Risk management can
play a fundamental role in overcoming the problems associated with weather-related extremes and
establishing systems that prevent further climate change [12].

Developing drought forecasting tools is a cornerstone component of risk management for water
resource planning. In arid areas, drought forecast models help to evaluate how quickly groundwater
can be recharged, providing a quantitative assessment of the anticipated impacts on water storage.
Drought forecasting commonly uses data-driven stochastic methods. One of the most commonly
used methods for this purpose involves generating autoregressive integrated moving average models
(ARIMAs) [13–17]. These models are linear and have a limited capacity for forecasting nonlinear data.
For the effective forecasting of nonlinear data, researchers have expanded the use of artificial neural
networks (ANNs) with hydrological data over the past 25 years. In particular, the utility of ANNs in
hydrological sciences includes forecasting drought events [18–27].

Khan et al. [28] utilized an ANN-based model to forecast hydrometeorological drought events in
Malaysia’s Langat River basin using wavelet transforms to preprocess raw precipitation data that were
then used as the input of an ANN model to forecast droughts using the Standard Index of Annual
Precipitation. Wavelet transforms effectively improved the ANN model predictions in comparison to
non-processed precipitation data, leading the study to recommend the use of wavelet transforms for
drought analysis purposes for more reliable results. However, the moist climatic region investigated
in that study was very different from the harsh environmental conditions in arid regions, where the
ability of wavelet transforms to improve ANN-based hydrological forecasts is limited [29].

Recent efforts in utilizing ANNs for operational hydrological drought forecasting were dedicated
to developing reliable approaches for enhancing knowledge extraction from trained black box models.
A recent study by Vidyarthi and Jian presented a novel approach for extracting operational forecasting
outcomes for classifying droughts in the Indian subcontinent based on the Standardized Precipitation
Index (SPI) [27]. The researchers relied on a decision tree support tool to establish simple rules for
drought monitoring and forecasting. They showed that simple rules can be extracted from trained
ANN models that can reliably aid policymakers in setting resilient operational decisions that can
help with tolerating drought consequences. The researchers recommend that future studies should
work on extensively developing ANN-based models that can be comprehensively utilized when
managing water resource systems. Additionally, the researchers emphasized that the performance
of their methods was excellent in the examined study area [27]. However, the global validity of
ANN-based methods in other climatic regions should be thoroughly investigated before making
generalized conclusions.

The cyclic nature of drought occurrences has prompted researchers to employ nonlinear
autoregressive neural networks (NARs) in drought forecasting, as these combine the advantages of
the ARIMA and ANN methods. For example, Belayneh et al. [30] used this approach to successfully
forecast drought events in Ethiopia’s Awash River basin using the SPI as a drought indicator. Despite
the soundness of the SPI drought analysis capabilities, its computations require the normalization
of precipitation data, including fitting to theoretical or empirical probability distributions. However,
the goodness of fit is usually poor, especially for precipitation data in arid climates, where the time
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series include many null values, making the probabilistic distribution fitting highly problematic.
Alsumaiei [31] has recently presented a precipitation index (PI) as a robust tool for drought analysis in
arid climates and tested this PI in the arid State of Kuwait at 12- and 24-month time scales to assess
the meteorological drought impacts on fresh groundwater reserves. That study showed that the PI
provided similar drought assessment capabilities to the SPI but with the major advantage of not
requiring precipitation data normalization, and thus providing a suitable drought analysis indicator
for hyper-arid regions.

Data-driven techniques for forecasting droughts based on the utility of artificial neural networks
have been shown to have powerful capabilities regarding making reliable forecasts. However,
the implementation of NAR models in predicting drought occurrence in extremely harsh climatic
conditions, such as those found in hot and dry areas, has not been thoroughly examined. The major
objective of the current study was to bridge this gap. The study employed the PI to construct an
NAR-based drought forecast model using historical precipitation records in Kuwait; we then validated
the model when predicting 12- and 24-month droughts from 1992–2020. The correlogram test was used
on the observed PI time series to determine the significant number of autoregressive terms in the NAR
model. The results contribute to water resources risk management in arid and hyper-arid regions by
developing a reliable drought forecasting tool that can provide early warnings of upcoming droughts,
which can aid water managers in developing resilient water-supply plans in water-shortage scenarios.

2. Materials and Methods

2.1. Study Area

Kuwait is one of the smallest countries in the Arabian Gulf, with a total area of 17,818 km2 and
195 km of coastline (Figure 1). The country has a hyper-arid climate and suffers from extremely dry
and hot summer months (from May to August), where the temperatures range from 40–50 ◦C with an
average annual precipitation of 115.7 mm [31,32]. During this season, increased evaporation rates lead
to high water stress, while during June and July northwesterly winds can cause extreme sandstorms.
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Like all western Arabian Gulf countries, Kuwait suffers from a lack of natural water resources
due to the lack of surface water bodies, such as rivers and lakes. The availability of fresh groundwater
is also limited. Natural sources of usable water exist in the Al-Rawdatain and Umm Al-Aish aquifers
in northern Kuwait [33]. However, the water in the Umm Al-Aish aquifer was contaminated by an oil
spill in 1990 [34,35]. Other aquifers are present in the southwestern part of the country, but the water is
brackish and cannot be used without treatment. Moreover, the water demand has rapidly increased
in recent years due to a high population growth rate from 1.25–8.6% [36]. Kuwait’s oil reserves of
>104 billion barrels mean that oil wealth currently supports the use of economically unviable water
purification methods to supply its population and fertile land, including seawater desalination using
distillation and reverse osmosis, along with wastewater treatment for reuse [37].

Such diminishing water sources and increasing water requirements make it necessary to accurately
predict the drought status in Kuwait. Figure 2 presents annual and monthly rainfall data from
1992–2019 that were collected from the Kuwait International Airport (KIA). These are the only
available meteorological records with continuous historical rainfall that can be used for drought
analysis. As rainfall records from weather stations across other urban areas in Kuwait are spatially
correlated [38], the KIA data can be used to analyze the drought status in Kuwait.
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2.2. Drought Analysis Using the PI

The PI was presented by Alsumaiei [31] as a surrogate drought index for the SPI [39]. The PI
is a meteorological drought index that resembles the error equation; it is computed using the
following equation:

PI =
P− P

P
, (1)

where P is the precipitation and P is the average precipitation. For example, extreme drought conditions
(P = 0) produce a PI of −1, average precipitation produces a PI of 0, and twice the average precipitation
produces a PI of 1. Table 1 lists drought categories according to their PI value. The definition of the
original SPI was equivalent to a Z-score for a normal probability deviation, while the PI represents an
evaluation of the precipitation deficit, which is divided by the long-term average in a way that relaxes
the normalization requirements.
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Two measures of the drought extent are important for achieving an objective drought assessment
using this method. First, the cumulative magnitude of a drought is calculated using the drought
severity S with PI values below zero for every consecutive occurrence:

S = −
x∑

i=1

PIi, (2)

where i is a drought occurrence and x is the total consecutive drought occurrences. In Equation (2),
the negative sign is added for the sake of convenience such that S becomes positive. Although Table 1
defines a drought as occurring when PI < −0.5, the severity calculation is undertaken when PI is
below 0. Second, the drought duration d represents the time during which severe drought takes place.
Similar to severity, drought duration is calculated using PI values below 0. Droughts lasting for only
one month are ignored, as they frequently occur before the start of the rainfall season due to the long
zero-rainfall period during summer.

Table 1. Precipitation index (PI) drought classifications.

Drought Description PI Value

Extremely wet >1.0
Very wet 0.75 to 1.0

Moderately wet 0.5 to 0.75
Normal 0.5 to −0.5

Moderate drought −0.5 to −0.75
Severe drought −0.75 to −1.0

Extreme drought −1.0

2.3. Nonlinear Autoregressive Networks

2.3.1. Network Structure

NARs are unique networks of ANNs, which were inspired by information processing in human
neural systems. ANNs comprise simple processing units called nodes with specific neuron connections.
During the training process, each neuron is allocated a weight to provide the best fit between the input
and output data (targets). ANNs can be classified based on the direction in which the data flows [40].
Feedforward neural networks (FNNs) have a layered node arrangement in which the input layer
receives data, which are then sent through hidden layers to a final output layer; the information flow is
normally unidirectional. A special type of FNN is a recurrent neural network (RNN), in which the
flow information is bidirectional due to the outputs being reused.

An NAR is a particular form of RNN used for describing processes based on lagged input/output
variables. NARs are a combination of ANNs and autoregressive models (ARs), which are a widely
employed statistical method for analyzing and modeling time series. Combining these elements
in an NAR makes it capable of capturing nonlinear behavior within an autoregressive time series.
Figure 3 demonstrates a conceptual illustration of an NAR.

A standard formulation for NAR models is:

y(t) = f
(
(y(t− 1), y(t− 2), . . . , y

(
t− ny

))
, (3)

where y(t) is the target time series, ny is the target delay term, and f is a nonlinear function, which is
usually unknown. Thus, Equation (3) predicts the next time step value based on the past values
according to target delay terms.

The number of hidden layers is calibrated to regress the black box function to the target time
series; then, the input time series is passed through a specified number of hidden layers using a black
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box function. A specific algorithm is used to train the NAR network to find the optimal match between
inputs and target variables.
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2.3.2. Training Algorithms

The NAR training process employed the Levenberg–Marquardt (LM) backpropagation algorithm,
which is a well-established training method that has been widely utilized in ANN-based hydrological
models [41–45]. In this method, the input variable is passed through the hidden layers toward the
output layer. After the error is computed, the input variable is recycled back to the input layer after
being modified with a weight. This helps the LM algorithm effectively search for function minima and
provides an optimized solution, making it suitable for training autoregressive networks.

2.4. Autocorrelation Analysis

A key element of autoregressive models is their employment of autocorrelation within the
observed data when making forecasts, making it essential to conduct a correlogram test on the observed
precipitation index time series to assess the level of correlation for adjacent values. The temporal
separation period is known as the lag (τ). Initially, the observed time series of the precipitation index is
standardized using Equation (4):

Z j =
PI j − µ

σ
, (4)

where PI is the precipitation index value at month j, µ is the precipitation index time series arithmetic
average, and σ is the precipitation index time series standard deviation. The correlogram r is computed
for the standardized data Zj at lag τ according to Equation (5):

rτ =
n

n− τ

∑n−τ
j=1

(
Z j −Z

)(
Z j+τ −Z

)
∑N

j=1

(
Z j −Z

)2 , (5)

where Z is the arithmetic mean and n is the number of values in the standardized series Zj.
The correlogram’s lower and upper limits are −1 and +1, respectively. The confidence bounds
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(CBs) are represented by the upper and lower lines drawn on the correlogram, in which the significance
level is defined by the confidence lines with a significance level of α = 0.05:

CB = ±
z1−α/2
√

n
, (6)

where z denotes the quartile function of the standard normal distribution. A significant autocorrelation
exists within the PI time series if the computed correlogram exceeds the designated significance limits.

2.5. Model Validation and Statistical Evaluation

Validation of the NAR model was conducted using the chronological division of observed data
into two subsets: training and validation. The NAR performance was assessed using four performance
metrics: the Nash–Sutcliffe coefficient (NASH), the mean absolute error (MAE), the Pearson correlation
coefficient, and the coefficient of determination (R2). The latter demonstrates how strongly the observed
and simulated targets are associated; it has a range between 0 (no statistical association) and 1 (an exact
match between the simulated and observed targets). R2 represents the square of the Pearson correlation
coefficient (R); it does not directly measure prediction accuracy (as R does), but rather assesses how
good a predictor can be built using the model. The R2 for both the observed and forecasted precipitation
index values were calculated using:

R2 =


∑n

i=1

(
PIoi − PIo

)(
PIfi − PIf

)
√∑n

i=1

(
PIoi − PIo

)2
√∑n

i=1

(
PIfi − PIf

)2


2

, (7)

where PIoi is the observed precipitation index for time step i, PIfi is the forecasted precipitation
index for time step i, PIo is the mean for the observed precipitation index time series, PIf is the
mean for the forecasted precipitation index time series, and n is the number of time steps within the
validation period.

The MAE was used to quantify the variation between the forecasted targets and the observations
in an objective fashion, as follows:

MAE =
1
n

n∑
i=1

|PIoi − PIfi|. (8)

NASH is widely used within hydrological modeling [46]; it has a range from−∞ to 1, with values <0
showing that the observed data arithmetic average is a superior predictor than the forecasted data.
NASH was calculated as follows:

NASH = 1−
1
n
∑n

i=1 (PIoi − PIfi)
2

1
m

∑m
i=1 (PIoi − PIo)

2 , (9)

where m denotes the number of time steps in the observation period.
Equation (9) ensured that the model’s performance in the validation period was assessed by

NASH relative to the variation from the mean for the full observation dataset. Using NASH to assess
the model ensured adequate representation for the modeled system’s variability at any point for NASH
values > 0.

2.6. Drought Forecasting Procedures

The computational procedures for drought forecasting first computed the observed PI time series
based on the precipitation data according to Equation (1). The computed PI time series was then
tested for autocorrelation to determine the significant number of autocorrelation lags. The feedback
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delay term in Equation (3) was then selected according to the significant number of lags. The NAR
model parameters (number of hidden layers and number of epochs) were then arbitrarily selected.
The network parameters could be calibrated to optimize the model performance based on the statistical
evaluation metrics. When acceptable statistical performance metrics were achieved, the constructed
NAR model could then be used for the PI predictions. Figure 4 depicts the computational methodology
used for the drought forecasting in this current study.
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3. Results and Discussion

3.1. NAR Drought Forecasting Model

The first step in developing autoregressive models is testing the target data for autocorrelation.
Figure 5 shows the correlogram test results for the observed 12- and 24-month precipitation index time
series for the study area. The figure boundaries designate the upper and lower significance boundaries,
beyond which, significant autocorrelations exist. Determining the significant number of autocorrelation
lags is essential for determining the number of autoregressive terms to use in Equation (3). Both time
series clearly exhibited strong autocorrelations, with PI12 showing a significant autocorrelation up to
9 months and PI24 up to 35 months. Accordingly, the autoregression terms in the drought forecasting
models were set to 9 and 35 months for PI12 and PI24, respectively. The NAR model predicted the next
time step drought index based on the past 9 and 35 months’ values for the PI12 and PI24 time series,
respectively. The relatively high number of autoregressive terms in the forecast model, especially at the
24-month scale, provided the model with an early detection capability for upcoming drought events.
This feature will assist water managers in developing resilient water governance plans to cope with
anticipated water-shortage scenarios.

The number of hidden layers and the number of epochs for the autoregressive neural network
models were set to 10. The NARs were constructed using 10 epochs. The best NAR validation
performance was achieved at epoch 4 (Figure 6). The observed drought indices’ data series were
calculated using the observed rainfall data at KIA station between October 1992 and April 2020
at 12- and 24-month scales. The observed drought data were used to construct the NAR models.
The data were chronologically divided into subsets of 80 and 20% for training and validation purposes,
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respectively. Figure 7 shows the NAR modeling results for the drought indices at 12- and 24-month
scales. The NAR models were found to efficiently represent the long-term variations in the drought
index. The long-term trend and periodic drought behavior were well represented at the temporal
scales examined.
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Table 2 lists the evaluation metrics used for the NAR model’s assessment. The computed statistical
metrics indicated a better model performance in the training period than the validation period.
This was logical as the models were optimized to match the target data during the training period.
However, the reduction in the evaluation metric values during the validation period was considered
minimal; therefore, the possibility of the model overfitting within the validation period can be rejected.
Additionally, the NAR model efficiency when forecasting 24-month droughts was greater than the
efficiency when forecasting 12-month droughts. This can be explained by considering the rainfall
time series variability. For longer drought time scales (24 months in this case), the rainfall time series
exhibited less variability in comparison with shorter time scales (12 months in this case). Accordingly,
the NAR model was better at detecting the time series variability at the 24-month scale, resulting in
better model performance. Furthermore, it is worth noting that the Pearson correlation coefficients
and the coefficient of determination values were close to perfect match values. This indicated that
the developed models could adequately represent the association between the input and output data.
Hence, reliable predictions can be generated from the models. Additionally, the computed errors were
found to be minimal, which objectively indicates the quality of the models.

Table 2. Statistical evaluation measures for the 12- and 24-month drought forecast models.

Evaluation Measure
12-Month 24-Month

Training Validation Training Validation

NASH 0.893 0.761 0.931 0.878
Correlation 0.945 0.886 0.981 0.940

R2 0.893 0.784 0.963 0.883
MAE 0.108 0.142 0.076 0.058
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Figure 8 presents the forecasted versus observed precipitation indices at the 12- and 24-month time
scales, which are plotted with the perfect match line (y = x line) for comparison. The random distribution
of points relative to the y = x line shows that no bias in the predictions occurred, which signifies the
model’s reliability and that prediction biases were eliminated. As the 24-month drought index time
series had less long-term variability, it also had a smoother scattering of points.
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An essential feature of any drought forecasting model is its ability to robustly predict drought
severities and durations. Equation (2) was used to compute the observed and forecasted drought
severities at the 12- and 24-month time scales. Additionally, the drought durations were calculated
for periods when the precipitation index was <0. Table 3 compares the computed and observed
drought severities and durations. The NAR-based forecast models efficiently represented the drought
duration and severity for the examined time scales, indicating that the NAR-based approach represents
a powerful and reliable drought forecasting tool that can aid water managers when planning for
anticipated droughts and possible water-shortage scenarios.
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Table 3. Observed and forecasted drought severities and durations for 12- and 24-month drought
time scales.

Drought Scale Average Drought
Severity

Average Drought
Duration (Months)

PI12
Observed 4.2 13.4
Forecasted 4.4 15

PI24
Observed 7.5 30
Forecasted 9.2 36

3.2. Comparisons with Previous Studies

It essential to consider the NAR model’s performance in the context of previous attempts of
developing drought forecasting models. Almedeij [47] developed a stochastic periodic model to
forecast drought occurrences in the study area using SPI. This model showed a considerable ability for
forecasting long-term trends in drought occurrences, but a notable deficiency in detecting short-term
droughts. The need for short-term forecasts is vital for water resource planners to develop resilient
water-supply plans. A basic premise of the autoregressive model developed here is the capability to
conduct short-term predictions. The results of the current study showed that the NAR model was
superior to periodic models for short-term water management.

The current study’s results can also be compared with previous studies that used artificial
intelligence methods to forecast drought occurrences. A key feature of the current model is the
relatively long lead time for the recursive neural network. The autocorrelation analysis shown in
Figure 5 demonstrated significant autocorrelations (up to 9 and 35 months) in the 12- and 24-month
drought time series, respectively, enabling the constructed model to provide early warnings of
anticipated droughts. In comparison, Belayneh et al. [30] showed that autoregressive neural networks
were efficient at forecasting the SPI drought index over 6 and 12 months in advance. The statistical
assessment measures for the constructed NAR model (Table 2) were comparable with previous drought
forecasting studies using ANN approaches (e.g., [28,30]).

3.3. Drought Forecasting in Hyper-Arid Climates

As the study area receives no precipitation from June to August and rainfall is exceedingly
rare during May and September, the high frequency of no-rainfall months makes the probability
distribution for the precipitation time series highly abnormal. Most existing drought indices require
the normalization of precipitation data, making their use in arid climates problematic. In contrast,
the drought forecast model developed here is based on the PI, which does not require fitting a
probability distribution to the rainfall data. This makes it a more reliable index for drought analysis in
arid climates.

As groundwater represents the only readily available water resource in the study area, developing
efficient drought monitoring and forecasting tools relative to drought impacts on groundwater aquifers
is highly important. A key element of the drought analysis process is the selection of an appropriate
drought index time scale. The longer time scales (12 and 24 months) used in this study are more
suitable for characterizing drought impacts on groundwater resources. Groundwater aquifers respond
slowly to rainfall shortages [48]; therefore, shorter drought analysis scales (e.g., 1–6 months) would
certainly fail to present the true drought status given Kuwait’s long annual zero-rainfall period, making
their usage for drought analysis meaningless.

3.4. Model Generalizability, Limitations, and Potential Improvements

The artificial-intelligence-based recursive model presented here was clearly efficient and effective at
making reliable drought forecasts under the considered experimental conditions. However, in general,
data-driven models applied to the analysis of hydrological processes should be done with caution.
The model developed in the current study was site-specific; therefore, its potential application at
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other sites might require recalibration of network parameters, especially the feedback delay term,
which is based on the autocorrelation analysis. Another limitation of the constructed model is its
reliance on the periodic behavior of the drought time series. For example, the model does not account
for other anthropogenic stresses on water resources that may accelerate the occurrence of drought
events. Furthermore, the model was developed for a hyper-arid region; therefore, applying it to other
climatic regimes requires consideration of other factors that could be more attributable to droughts in
the target climatic region (e.g., irrigation of agricultural lands). Overall, though, the application of a
data-driven approach was powerful and robust when forecasting drought events in the study area.
In particular, managing water resources in such a harsh environment is crucial due to water scarcity;
therefore, future research should be dedicated to exploring and enhancing data-driven approaches
when monitoring and forecasting droughts in such water-limited regions.

4. Conclusions

This study investigated the application of an NAR model and the PI to forecasting drought
events in a hyper-arid climate, using historical rainfall in Kuwait (KIA station) from 1992–2020 for
the model construction and validation. The NAR methodology was both efficient and reliable at
forecasting short-term drought events and clearly outperformed other periodic models developed for
the same study area regarding short-term drought prediction. Moreover, the NAR model was able
to efficiently represent long-term trends in observed drought events. A notable improvement in the
drought forecasting ability was found for the 24-month drought forecast model in comparison with
the 12-month model. This is due to less long-term variability in the 24-month drought index time
series. The NAR model forecasted droughts in hyper-arid climates with similar efficiency to other
ANN-based methods for drought forecasting in other climatic regions. Despite the robust performance
of the presented NAR model, caution should be taken when applying it to other study sites, as the
recalibration of network parameters might be needed.

Water resources in hyper-arid regions are severely limited, making the development of drought
monitoring and forecasting tools vital for setting resilient water-supply plans during water-shortage
periods. These tools are a cornerstone element when managing limited but readily available water
resources in such regions. Future studies should work on extending these findings by further
examining the validity of data-driven methods when forecasting drought events at local and regional
scales. An especially appealing feature of using data-driven models for water management is the
simplicity of computations using readily available meteorological data. Additionally, the use of these
methods is appropriate in cases when the practical implications of predictions are more important
than understanding the physical mechanisms of the hydrological processes involved.
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