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Abstract: The identification of aquifer parameters (i.e., specific yield and hydraulic conductivity) and
forcing terms (recharge) is crucial for the process of modeling groundwater flow and contamination.
Inversion techniques allow the unravelling of complex systems’ heterogeneity with more ease than
manual calibration by computing parameter fields through an automated minimization between
simulated and measured data (i.e., water head or measured aquifer parameters). It also allows the
iterative search of multiple, equally plausible solutions, depending on system complexity (e.g., aquifer
heterogeneity and variability of the forcing terms such as recharge). A Zoned Adaptive Multiscale
Triangulation (ZAMT) is used for parameter estimation. ZAMT is the extension of an adaptive
multiscale parameter estimation procedure already applied on different field cases. This extension
consists of adding constraints varying over the domain. The ZAMT dissociates the parameter grid
from the calculation mesh and allows local parameter grid refinement depending on local criteria,
addressing the ill-posedness of inversion problems, decreasing computation time by reducing the
amount of possible solutions and local minima, and ensuring flexibility in the parameter’s distribution.
Each parameter is defined per vertex of the parameter grid; it can be set with a different range of
values in order to integrate more pedo-geological information and help the optimization process by
reducing the number of local minima. For the same purpose, a plausibility term based on topological
characteristics of the aquifer or minimal and maximal water levels is added to the objective function.
Groundwater flow is described by a classical nonlinear diffusion-type equation (unconfined aquifer),
which is discretized with a two-dimensional nonconforming finite element method because water
head data is unsuitable to invert three-dimensional parameter fields. Therefore, flow is considered
mainly horizontal, and the parameters are obtained as average values on the saturated thickness.
The study area is an alluvial (unconfined) aquifer of 6.64 km2, situated in the southern, Mediterranean
part of France. The simulation runs with a chronicle of 191 piezometers over 7 years (2012–2019),
using a calibration period of 5 years (2012–2016). The optimization threshold is set to ensure a mean
absolute error below 40 cm. The ZAMT and the additional plausibility criterion were found to
produce an ensemble of realistic parameter sets with low parameter standard deviation. The model is
considered robust as the water head error remains at the same level during the verification period,
which includes an exceptionally dry year (2017). Overall, the calibration is best near the rivers
(Dirichlet boundaries), while the terraced portion of the site challenges the limits of the 2D approach
and the inversion procedure.
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1. Introduction

Groundwater resources management deals with both quantity and quality issues, frequently
relying on mathematical models to assess and predict water flux and contamination in aquifers.
Physics-based models (i.e., solving Darcy’s law, Fick’s law, mass conservation law) require a
comprehensive identification of aquifer parameters (specific storage and hydraulic conductivity) over
the study domain and boundary conditions (plus initial conditions in case of transient computation).
As in situ measurement are scarce and costly to extend, inverse methods are a popular, if not requisite,
solution to obtain parameter fields [1,2]. However, because of the poor availability of measured
data, the groundwater inverse problem is ill-posed due to the number of parameters to estimate in
heterogeneous natural aquifers [3,4], meaning that the solution is neither unique nor stable [5].

By reducing the dimensional space of heterogeneity, parametrization is a way to narrow down the
field of solutions [6,7]. In most parametrization methods, the parameter spatial pattern is set a priori and
maintained as such during the inversion procedure, such as in the case of zonation [8], deterministic [9]
and/or stochastic interpolation [10,11], or a combination of both zonation and interpolation [12].
Relevant for small-scale aquifers or when heterogeneity distribution is well known [13], this approach
lacks the appropriate flexibility for larger-scale systems, problems with very little available data,
or intricate heterogeneity distributions. In that respect, adaptive methods make the parameter
structure scalable during the minimization in order to meet the complex heterogeneity with little
prior information.

As declinations of this multiscale approach, various strategies were developed: subdivision
using a variance-based statistical criterion [14], identification of zonation patterns using a Kalman
filter [15], nested zonation structures [16], and, more recently, sensitivity-based methods using a level set
function [17–19]. For this project, an Adaptive Multiscale Triangulation (AMT) is deployed, enhanced
with an optional zonation of the parameter boundaries (Zoned Adaptive Multiscale Triangulation,
or ZAMT). This approach combines the flexibility and efficient processing of both continuity and
discontinuity [20–22], while more effectively constraining the parametrization in regard to prior zonal
geological information which assumes one parameter value per zone.

The methodology is applied to an alluvial (unconfined) aquifer (Southern France) characterized
by a complex topography of the substratum. Optimization is performed by minimizing quadratic
errors between simulated and observed piezometric heads and adding supplementary constraints
with respect to the substratum geometry. The mathematical aspects of the method are described in
Section 2; the study site characteristics and the corresponding modeling set-up are outlined in Section 3;
Section 4 is dedicated to the results of the model calibration and to the discussion.

2. Groundwater Model and Calibration Procedure

2.1. The Groundwater Saturated Flow Model

Two-dimensional groundwater flow in the saturated part of the aquifer is described by a diffusion
type equation, formed by the combination of Darcy’s law and the mass conservation equation,
considering a constant head-over-depth assumption (Dupuit-Forchheimer’s assumption):

S∂h(x,t)
∂t −∇ ·T∇h(x, t) = F(x, t) = f (x, t) + R(x, t) + σ(x)(hr(x, t) − hs(x, t))

h(x, 0) = h0(x) x ∈ Ω
h(x, t) = hD(x, t) x ∈ ΓD t ∈ [0, Ts]

T∇h(x, t) · n = qN(x, t) x ∈ ΓN t ∈ [0, Ts]

(1)

where S is the storativity (confined) or the specific yield (unconfined aquifer) [-], h is the groundwater
head [L], T is the transmissivity tensor [L2T−1] defined by T = eK, where e is the aquifer’s saturated
thickness [L] and K is the hydraulic conductivity tensor [LT−1]. F is the sink–source term [LT−1]
comprising injection and/or pumping f, the groundwater recharge R, and water exchanges with the
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surface water [23]. This last term depends on hr, the water level [L] in the river; σ, a leakage coefficient
[T−1], and hs, a reference head [L] defined by:

hs(x, t) =
{

h(x, t) if h ≥ hb
hb(x) if h < hb

(2)

where hb is the riverbed elevation [L].
Ω is the model domain; ∂ΩD and ∂ΩN are partitions of the domain boundaries ∂Ω that correspond

to Dirichlet and Neumann conditions, respectively; and n is the unit vector normal to the boundary,
counted positive outward. hD(x, t) is the prescribed head value at the Dirichlet boundaries, qN(x, t) is
the prescribed flux at the Neumann boundaries, and h0(x) represents the initial conditions defined
over the domain. Ts is the simulated time.

The mathematical model is solved by a two-dimensional nonconforming finite element method [24],
ensuring flux continuity and mass balance (like finite volume method) and flexibility in geometry and
rigorous computation of full tensor transmissivity (like conforming finite elements) [21]. The time
scheme is implicit, and the unknowns are not defined at element vertices (nodes) but are average
value over element edges. The equation is linearized by computing the aquifer’s saturated thickness
with heads at the current time. This allows a computational time compatible with model inversion.
A minimal transmissivity is imposed to handle ‘dry’ elements, i.e., elements where the water level is
very close to the substratum level. It ensures hydraulic continuity and allows these elements to be
wetted when the piezometric head of the elements’ neighbors increases. After discretization, the direct
problem can be described by the following equation:

At−1 h t = F t−1 (3)

where h is the water head vector at the calculation time t, and F is the sink–source term vector produced
at the previous time step. A is the flow coefficient matrix, depending on the mesh geometry and
the parameter vector (updated explicitly, considering the variable transmissivity in the case of an
unconfined aquifer).

2.2. The Groundwater Recharge and Vadose Zone Model

Recharge from precipitation is a major contributor to the sink–source terms in temperate climate [25].
Flow in unsaturated zones can be modeled through a physics-based model [26–28] or some more or less
complex conceptual (black–grey box) models. Richards’ equation-based models are highly non-linear,
difficult to integrate in an inversion procedure, and consume large amounts of computational time in
real case applications. Therefore, we adopt a more conceptual model, which mimics storage and water
transport by a succession of reservoirs with the one-dimensional Nash transfer function [29]:

[P(τ) − ET(τ)]dτ+ SW(τ) − SWmax = I(τ)

R(t) =
t∫
0

∂I(τ)
∂t

∣∣∣∣
τ

e(τ−t)/α

α Γ(N)

(
t−τ
α

)NR−1
dτ

(4)

where P is the rainfall [LT−1], ET is the actual evapotranspiration [LT−1] occurring during a time step
dτ, SW is the current soil water content [L], and SWmax is the maximum soil water storage capacity [L].
I is the water [L] engaging in infiltration at time τ. The signal is then delayed and spread, depending
on the number of reservoirs N [−], the storage coefficient of reservoirs α [T], and the parameters of
gamma distribution Γ, which results in the aquifer recharge rate R [L·T−1] at the time t. The integral in
Equation (3) is solved numerically using the Gauss method. If the rainfall does not exceed the actual
evapotranspiration and the current soil storage capacity, infiltration is null. The eventual excess of
actual evapotranspiration then draws water from the current soil water content.
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At the grid element level, R is multiplied by the area and by the percent of pervious surface of
the element.

2.3. Model Calibration by Solving an Inverse Problem

The groundwater flow and recharge parameters are estimated through the minimization of an
objective function developed within the framework of generalized weighted least squares [1,30]:

J(P) = (h(P) − h∗)TW−1(h(P) − h∗) + χ(P)
χ(P) = (h(P) − ztop)TW−1

z (h(P) − ztop) if h > ztop

χ(P) =
(
h(P) − zbot

)T
W−1

z

(
h(P) − zbot

)
if h < zbot

χ(P) = 0 if zbot
≤ h ≤ ztop

(5)

where J is the objective function, P represents the vector of the parameters to be estimated, h* is the
measured piezometric head, and h is the corresponding simulated value, constituting the adjusting
criterion. T is the transpose operator, and W are the weighting matrices depending on measurement
errors but also prioritizing optimization effort in specific locations. Because very little information about
hydraulic parameters is available and considering that such values are often scale dependent [31,32],
the objective function does not include a plausibility or prior information term, like the one obtained
within the maximum likelihood framework. “Soft” information about the parameters is otherwise
included in the parameterization of the inversion procedure (see next section).

χ is an original regularization/plausibility term (threshold criterion), which is added in order to
provide more information and limit the problem of ill-posedness, especially in the context of unconfined
aquifers with intricate topography. It penalizes the objective function when the computed water head
is outside the limits of the aquifer, ztop being the elevation of the ground and zbot the altitude of the
substratum. It must be noticed that this plausibility term can be defined over the whole domain and
extended to any minimal/maximal a priori head values (not necessarily topographical information).

Due to the great number of parameters and measurements, the minimization of the objective
function is led by a quasi-Newton method [21], which is less time consuming than Jacobian approaches
such as Gauss–Newton methods [33]. The gradient is calculated using the discrete adjoint state
method [34], while an approximation of the objective function’s Hessian is estimated thanks to the
limited memory BFGS (Broyden–Fletcher–Goldfarb–Shanno) algorithm [35]. This technique allows
faster computation of problems with numerous degrees of freedom, compared to standard sensitivity
approaches [36], especially as the adaptive parametrization process increases the number of parameters.
The stopping criteria of the algorithm are: (i) the objective function J or its gradient g are sufficiently
low; (ii) the adjustment of the parameters P or the optimization of J between two iterations are too
small; or (iii) the number of iterations has reached its maximum.

2.4. Zoned Adaptive Multiscale Triangulation

The parameter spatial pattern is inferred using a Zoned Adaptive Multiscale Triangulation
(ZAMT), which is based on a regular AMT [20]. The triangular parameter mesh, independent of the
calculation grid, draws a continuous parameter field over the whole domain by interpolation of the
parameter values defined at its vertices (see Figure 1). If during the inversion process the minimization
criteria are not met at the scale of a parameter cell, the latter is refined, that is, divided in 4. Refinement
is halted either when the local objective function defined within a parameter grid element drops
below a user-defined threshold, the number of iterations reaches a user-defined maximum, or the last
iteration fails to produce a optimization better than the previous one. A detailed description of the
mathematical developments and the algorithm can be found in [21] and [22].

While field measurements of the aquifer characteristics are lacking, information provided by
geological and/or geophysical surveys offers an insight into large-scale zonation of the different types
of porous materials. The parameter mesh is designed and adapted to integrate this a priori information:
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vertices’ position, density, and range of parameter values (i.e., min/max values for hydraulic conductivity
and storativity/specific yield constraining the inversion) are specified according to this zonation and
propagated during the refinement as shown in Figure 1. The initial parameter set and the initial values
for new parameter vertices generated by subsequent refinements are picked randomly within the
constraints, allowing two successive optimization runs to lead to two different solutions. Therefore,
these iterative inversions can extend the sampling of the ensemble of plausible solutions. Although
more exhaustive sampling methods exist, such as orthogonal or Latin hypercube sampling [37,38],
they were not used here because they are very difficult to implement with scalable parametrizations.
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The number of adaptive, multi-scale iterations is set to ensure a satisfactory calibration while
preventing overparameterization. Meanwhile, even if technically possible, recharge parametrization is
not subject to the ZAMT but to a simple static zonation because climatic data are usually prone to less
spatial variability, and soil cover is usually well known.

3. Application to an Alluvial Aquifer

3.1. Description of the Study Area

The studied area is located in the south of France and consists mainly in an alluvial plain located
between a stream and a major river running along its western and eastern side, with a north–south
downstream orientation (see Figure 2). The northern part of the site is a succession of alluvial terraces.
The highest one received colluvium (clayey sand) from the neighboring geological units, with which
hydraulic communication cannot be excluded at this point. The rest of the aquifer consists of alluvial
deposits (e.g., sand, gravel, pebbles, rarely consolidated).

The bottom of the aquifer consists of a layer of blue marls dating from the marine Pliocene era.
Its mapping results from the interpolation of 793 borehole data, mainly distributed over the industrial
part of the domain. It reveals that the substratum level roughly mirrors the soil surface topography
(see Figure 3), apart from the middle terrace where it forms a “cuesta.” A layer of weathered marls
(semi-impermeable) is observed at the bottom of the aquifer, especially in the highest terraces.

Soils in the northern half of the area are heavily urbanized, that is, sealed for industrial purposes
(see Figure 4), and the upper geological layers were abundantly reworked (excavation and refill)
throughout the local industrial activity history. The southern half is an alluvial plain covered by loamy
soils and mainly used for agriculture (vineyards).

The site is under a Mediterranean climate with mild mountain influences, characterized by a
dry period of 2–3 months (June to August) and moderate yearly rainfall (around 700 mm). Daily
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meteorological data are acquired on site, and characteristic values for the 2012–2019 period are given
in Table 1.
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Figure 3. The aquifer’s Characteristics used for the model (substratum level, piezometric measurements
and pumping well locations, boundary conditions, and recharge zones).

Table 1. Yearly averaged meteorological data (2012–2019).

Temperature * [◦C] 13.7

Relative humidity * [%] 66.5
Solar radiation * [J·m−2

·d−1] 1333.5
Rainfall [mm·y−1] 764.5

Potential evapotranspiration ** [mm·y−1] 987

* partial data, ** calculated value [39].
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Due to the small surface area of the site (6.64 km2) and its weak topographic variations,
these climatic data are considered uniform over the whole domain. The hydrographic system
response to this forcing is quite heterogeneous: the eastern river, heavily impeded by dams, has a very
constant water level, with an average flow rate around 1540 m3

·s−1. At the western side, the stream
shows much higher fluctuations (Table 2).

Eight pumping wells (see Figure 3) were operating during the period of simulation, the most
significant water abstractions being located in the very south of the plain, near the confluence of the
bordering rivers. In the absence of precise chronicles, only average (constant) pumping rates are
applied. This uncertainty will impact the parameter estimation; the wells have a local impact on
groundwater levels only.

The groundwater level is monitored by a network of 191 piezometers, mainly clustered in
the northern (industrial) part of the site. Forty-nine piezometers are equipped to upload hourly
measurements, while 142 piezometers are subject to a biannual manual survey.
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Table 2. Averaged hydrographic data (source: hydrofrance).

River’s characteristic Units Western River * Eastern River **

Annual flow rate [m3
·s−1] 17.5 1 540

Monthly low flow (Summer) [m3
·s−1] 2.4 1 050

Monthly high flow (Fall–Winter) [m3
·s−1] 46 1 850

Marling (high flow–low flow level) [cm] 101 15

* average over 12 years, 7 km upstream; ** average over 30 years, 19 km upstream.

3.2. Model Conceptualization and Required Parameters

The final goal of the hydrogeological modelling is to provide an estimate of the potential impact
of contamination occurring in the industrial area. This motivates an accurate modelling of the flow,
taking into account non-unicity of the estimated parameters distribution. For confidentiality issues,
the precise location and layout of the study area cannot be disclosed.

The comprehensive inputs required to run the inversion are reported in Table 3.

Table 3. The model input.

Input Units Source Scale

Rainfall/Evapotranspiration [L3
·T−1] measured element

Soil elevation [L] measured 1 node
Imperviousness/Runoff ratio [%] measured 1 element
Substratum level [L] interpolated 2 node
Water head data [L] measured local
Pumping rates [L3

·T−1] measured local
Initial water head conditions [L] calculated edges
(No) flux boundary conditions [L3

·T−1] estimated edges
River/stream levels [L] measured 1 edges

Recharge zonation/parameter ranges estimated according to geology, vadose
depth, and piezometric signals

ZAMT initial mesh/parameter ranges estimated according to geology and
piezometric signals

1 public data; 2 from borehole data.

The western and eastern rivers are set as Dirichlet boundary conditions with imposed, variable
(over time) heads in accordance with the fluctuations drawn from the data summarized in Table 2.
Exchanges between in-site streams (see Figure 3) and the aquifer are computed. The leakage coefficient
is assumed to be equal to 10−8 s−1 in order to generate a low exchange rate (siltation of the riverbed).

Piezometric data in the upper and middle terrace do not demonstrate any water flux coming
through the northwest boundary (fluctuations can be explained by recharge only). Therefore, if any,
we assume that water fluxes can be considered as negligible, and a no-flow boundary was prescribed.
Moreover, an in-site null-Neumann boundary was set to account for a man-made impermeable wall
intercepting the substratum.

The northeast alluvial fringe is connected in the north to an underlying calcareous aquifer.
The dynamics of the relationship between these two formations is not well established, and the water
flux cannot be readily inferred. Therefore, available piezometric data at this location is used as a
Dirichlet boundary condition.

Five recharge zones (see Figure 3) are defined considering the types of soils, soil cover, and
the vadose zone depths, which are prone to influence the soil water storage capacity SWmax and the
dynamics of infiltration.

An equivalent strategy is adopted to define the parameter mesh for the initial ZAMT, disjoining the
plain and terraces parameter ranges (see Figure 4). This initial parameter mesh is based on the geology
and soil surface topography, to properly discretize and set the hydrogeological parameter constraints.



Water 2020, 12, 1899 10 of 19

The recharge and AMT zonations are also based on the analysis of precipitation and groundwater
levels. Steep head gradients indicate probable low permeable zones, and small local water table
fluctuations indicate probable low recharge.

The parameter values are kept within acceptable ranges (see Table 4) considering the alluvial
nature of the geological domain. As the lower plain consists of the more recent deposits and is covered
by agricultural soils, higher soil water storage capacities, hydraulic conductivities, and specific yields
are allowed in the corresponding zone. Lower ranges of parameter values are set for the oldest
geological materials (the first three zones, corresponding to the upper and middle terraces). Zone 2
parameter limits are lower than those in zone 3 due to the fact that, on the ridge, the saturated flow
mainly takes place in a substratum alteration layer of low hydraulic conductivity (accounting for the
presence of a piezometric dome).

Table 4. The parameter ranges for the model inversion.

Zone Soil Storage Capacity
SWmax (cm)

Hydraulic Conductivity
K (m·s−1)

Specific Yield
S (−)

1 [1–2] [10−6–10−4] [0.01–0.03]
2 [1–2] [10−6–10−5] [0.01–0.03]
3 [1–2] [10−5–10−3] [0.01–0.04]
4 [3–5] [5.10−4–10−2] [0.03–0.06]
5 [8–15] [5.10−4–10−2] [0.03–0.06]

Recharge parameter ranges (see Table 4) are set in order to simulate three types of behavior: a very
fast recharge (thin vadose zone) in a context of partly sealed soil (zones 1, 2, and 4), a slightly delayed
recharge accounting for a thicker vadose zone (recharge zone 3), and recharge in an agricultural context
with a thin vadose zone but important soil retention properties (zone 5). To alleviate the inversion effort
and due to the thin unsaturated zone above the water table (and therefore expected low sensitivity to
groundwater table fluctuations), the Nash gamma function parameters are fixed. A low number of
Nash reservoir and a low storage coefficient (N·α < ∆t) are set for zones 1, 2, 4, and 5, accounting for a
reactive recharge, while higher values (∆t < N·α < 2∆t) are imposed for zone 3.

The time step for transient computation was fixed to 10 days. This time step was chosen after a
detailed analysis of the water level fluctuations; neither too small (to smooth out the sharp and high
variations of the piezometric heads) nor too large (to identify the impact of transient forcing such as
groundwater recharge). Hydrographic and piezometric data are averaged accordingly. The chronicles
of the boundary’s river head fluctuations are taken from upstream and downstream stations but leveled
on the basis of onsite gauging campaigns. The water level fluctuations in the two streams within the
site are inferred from the closest piezometric signals and show a pattern similar to the eastern river.

Due to extremely disparate soils conditions, the integration of the rainfall and evapotranspiration
in the Nash model was conducted using two strategies. For the industrial part of the site, where the
topsoil storage capacity (SWmax) is low, effective rainfall was calculated daily, then averaged over
10 days. As a result, if effective rainfall occurs on one day, the residual evapotranspiration of the time
step is neglected, and only clusters of 10 days without effective rainfall can remove water from the soil
(i.e., decrease water content), keeping the influence of soil storage capacity very low. On the other
hand, for the agricultural part of the domain, where the soils show significant retention properties,
the rainfall and the evapotranspiration are averaged separately and used as such in the Nash equations.
That way, the evapotranspiration and the soil storage capacity can express to their maximum level at
the decadal time step.

Concerning piezometric data, the period covered by the available chronicles was split into
a calibration phase (January 2012 to October 2016) and a verification phase (November 2016 to
October 2019). The calibration phase relies on 7648 head values (10-day averaged water head) mainly
produced by automated measurements in piezometers. The measurements did not show any significant
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auto-correlation at a decadal time step. Moreover, the ponderation matrix is set to ensure a sufficient
influence of the biannual surveys, otherwise dwarfed by the continuous data: each control point
weight is normalized based on the number of measurements available at this location. The automatic
measurements are assigned with a weight still three times higher so as not to lose the information
on the short-term variations they carry. Moreover, ponderation is used to stress the importance of
piezometers located in the cuesta and its surroundings (with a weight multiplied by 6), where the
hydrogeological setup is the most challenging for the 2D inversion procedure and where, incidentally,
the industrial stakes are the highest.

4. Results and Discussion

For comparison purposes, the inversion procedure was performed 500 times with the threshold
criterion χ activated and 150 times without it. The corresponding software was developed at the
Laboratory of Hydrology and Geochemistry, Strasbourg (LHyGeS). The source code is written in
Fortran 90. The computations were run on a PC with Intel(R) Core(TM) i7-6700 CPU @ 3.40 GHz
processor and 16 Go RAM. One model inversion lasted 3 h on average.

4.1. Topographic Constraint (Criterion χ) Contribution

By comparing two inversion populations of equal size (150), the threshold criterion χ was found
successful at fulfilling its primary purpose of restraining computed water head within the aquifer’s
physical boundaries (Table 5). Both number of occurrences and magnitude of violations of the
substratum limit were greatly reduced. However, it significantly increased the number of parameters
required for the model calibration by the ZAMT procedure (1578 compared to 871 on average).

Table 5. The influence of the χ criterion on the substratum limits’ violations.

Sets of 150
Inversions

Mean Number of Time
Steps Where Violation

Occurs (over 175)

Mean Number of Edges
Impacted by Time Step

(over 19,544)

Average
Magnitude of the
Violation (in m)

Mean Final
Number of

Parameter Vertices

With χ 174 158 0.28 1578
Without χ 175 871 1.83 871

The criterion χ input is particularly effective in the upper terrace and cuesta areas, as well as in the
terrace transitions where piezometric data are insufficient to constrain water head at levels consistent
with the intricate substratum topography. By improving the simulation in areas where piezometric
data is scarce but of importance for the model’s global behavior, such as the substratum crest (zone 2),
the criterion produces more realistic flow directions.

The additional plausibility term also leads to a better estimation of the measured piezometric
heads. For the set of 150 solutions, the smallest difference between computed and measured heads is
0.35m with the plausibility term and 0.44 without. The average difference between computed and
measured heads is 0.43 m with the plausibility term and 0.55 m without.

4.2. Choice of the Adjusting Criterion Threshold and Parameter Reliability

As pointed out previously, the χ criterion allowed guiding the optimization toward a better
minimum in the space of solutions. Amongst the 500 solutions, we decided to select the ones with an
average quadratic error of less than 0.40, which is a compromise between accurate model calibration
(i.e., low value of the objective function) and the number of solutions remaining (158 solutions for this
threshold value). Defining this threshold value a priori is not an easy task since it depends on model
errors (e.g., concepts and forcing terms), measurement errors (quite small compared to the previous
type of errors), and scale effects due to the model discretization in space and time. Therefore, the value
of 0.40 was set only after screening the solutions. For comparison purposes, the analysis was also done
on a set of 438 solutions meeting the adjusting threshold of 0.5 m.
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The hydraulic parameters of these solutions were analyzed by computing their average and
their Relative Standard Deviation (RSD, the ratio between the standard deviation and the average,
also called coefficient of variation) at each grid element. The spatial distributions of these statistical
values are shown in Figure 5. The RSD is an indicator of the of the estimated parameter reliability,
that is, a low value indicates that the parameter variations amongst the different solutions are small.Water 2020, 12, x FOR PEER REVIEW 13 of 21 
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(top: 40 cm threshold; bottom: 50 cm threshold).

Thanks to the ZAMT, heterogeneities in each zone remained within an acceptable order of
magnitude, consistent with the alluvial context of the area. The adaptive parametrization also managed
to capture the sharp transitions between the geological terraces. Despite its larger size due to the
relaxing of the adjusting threshold, the set of 438 solutions showed wider parameter dispersion,
especially with respect to the specific yield. This result confirms that the chosen criterion narrows down
the calibration towards a set of consistent solutions. The RSD of the hydraulic conductivities (in decimal
log) was almost everywhere beneath 15%, and it was particularly low on the upper and middle terraces.
Spots of higher dispersion occurred for both conductivity and specific yield at the terrace transitions
where interpolation captured a wider range of parameter values from two different zonations.

The soil water storage capacity distribution followed the same pattern: the lower the error
threshold, the lower the dispersion (Table 6).

Moreover, it was verified that the 158 selected solutions form a sufficiently large population by
comparing its statistical characteristics with those of a subset of 79 solutions. The absolute difference
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for each element was distributed as shown in Figure 6. Mean parameter fields showed very little
discrepancy (below 0.02 decimal log unit for 90% of hydraulic conductivity values and never more than
0.001 for specific yields). The very small difference in RSD between the set and its subset demonstrates
that the pool of 158 solutions can be considered as large enough (additional solutions would not
significantly decrease the parameter dispersion).

Table 6. Soil water storage capacity values (mean and RSD) for each zone and for the two sets
of solutions.

Threshold
40 cm 50 cm

Mean (cm) RSD Mean (cm) RSD

Zone 1 2.0 1.4% 1.9 7.6%
Zone 2 1.0 1.5% 1.1 15.3%
Zone 3 1.0 1.1% 1.0 13.3%
Zone 4 3.2 7.8% 3.4 12.0%
Zone 5 12.8 7.7% 12.5 11.7%
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Figure 6. A statistical comparison between the complete set (158) and a subset of solutions (79).

The analysis of parameter estimation can also be supported by the parameter distribution over
a specific area. The histograms of the hydraulic parameters by zones are depicted in Figure 7.
Specific yields showed overall normal pattern distribution. Concerning the hydraulic conductivities,
the distributions tended to pack towards the parametrization’s highest limit in zones 1, 3, and 5. In zone
5 (agricultural plain), 0.01 m·s−1 of hydraulic conductivity was considered as a realistic maximum in a
natural alluvial context. The distribution produced by the inversion could be compensating boundary
condition uncertainties (prescribed head and exchanges with rivers). For zone 2 (the middle terrace
ridge), the values stick to the lower limit, which is consistent with the saturated zone being mainly in a
clayey layer (resulting from the substratum alteration).

The same pattern occurred with the soil water storage capacity in zones 1, 2, and 3 (see Table 6).
However, the parameter bounds were not allowed lower for the sake of realism nor higher considering
the industrial use of this part of the site. However, the SW influence on recharge was overtaken by the
high level of soil sealing (high runoff ratio) in these zones.
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4.3. Piezometry and Water Balance

In order to further analyze the consistency of the calibration, the difference between computed
and measured heads was estimated for each piezometer k (Figure 8), using the average error (AE) and
standard deviation error (SE) defined as:

AEk =
1
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where Nt is the number of piezometric heads measured at well k, Ns is the number of solutions, hk
i, j is

the estimated water head at well k for solution j, and h∗ki is the corresponding ith measured value.
Overall, the optimization was quite robust since the SEs were quite low (less than 10 cm for

most piezometers). No spatial trends appeared in the distribution of AE and SE; however, the upper
terrace showed the highest discrepancy due to a very complex piezometric context (strong gradients
in several directions). High AE also impacted control points located on terrace transitions, where
the two-dimensional approach was less relevant. On the other hand, small AE and SE occurred near
prescribed head boundaries.

Results for one solution are reported in Figure 9 in order to visualize the different piezometric
behaviors in the study area and their corresponding calibration. Although the number of continuous
data was very scarce in the upper terrace, the inversion succeeded in producing the sharp fluctuations
(P1) expected in this zone. The middle terrace ridge piezometric pattern (P2) is poorly documented.
Therefore, the calibration in this zone was focused on reproducing the piezometric dome rather than
the water head fluctuations to ensure realistic groundwater flow directions. As a result, water levels in
the rest of the middle terrace (e.g., P3, P4) are quite satisfactorily simulated. Concerning the lower
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terrace and the alluvial plain, the calibration confirms the chosen boundary conditions and of the
recharge model. In the agricultural part of the site, even far from the rivers (P8), groundwater base
level and fluctuations are very well reproduced. On the other hand, P7 is shown as an example of
offset calibration, with a shifted base level but consistent fluctuations. It is assumed that a local lack of
accuracy in boundary conditions discretization or the stream exchange term could be the cause of this
kind of error.
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On the grounds of simulation results during the verification period, the model’s parametrization
was found to be very robust, especially as years 2017 and 2018 were meteorological extremes, with,
respectively, 332 and 1100 mm of yearly rainfall (compared to 533, 787, 956, 791, and 761 mm during
the calibration period). These conditions have particularly strong implications in the zones where
precipitation is the only input for recharge (upper and middle terraces) and considering the limitations
of the 2D approach in a context with important vertical gradients (terrace transitions). For the shown
sample solution, the overall simulation error in the verification period maintained the same level of
accuracy as the calibration period for the automated piezometers (mean error of 0.34 m).
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The example solution’s water balance is reported in Table 7. Dirichlet boundary conditions
(mostly head prescribed rivers) were the main water input of the model as expected in an alluvial
context. Recharge from precipitation yielded up to 20% of the total rainfall with loss driven by
soil sealing in the industrial part of the site and by evapotranspiration in the agricultural plain.
Stream–aquifer exchange acted as drainage, consistent with field observations, but its rate was still
uncalibrated. Finally, the numerical error (estimated by the discrepancy between the stock variation and
the inflow/outflow balance) remained very low, attesting that the discretization and the computation
of the transmissivity were accurate.Water 2020, 12, x FOR PEER REVIEW 17 of 21 
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Table 7. Global water balance of the sample solution (in 104 m3) over the 286 computed decadal
time steps.

Component Min Max Mean Total Comments

Aquifer storage 376 483 406 -
Recharge 0.0 5.9 0.5 80 20% of the total rainfall

In/out at boundaries −0.7 5.3 1.6 318 81% of the total aquifer input
Stream exchanges −0.24 −0.08 −0.13 −36

Pumping constant −1.3 −370
Water balance error 0 0.2 0.02 2.1 0.6% of the average stored water

5. Conclusions

An adjoint state-based inversion procedure, coupled with a Zoned Adaptive Multiscale
Triangulation (ZAMT) parametrization, was developed to estimate groundwater flow parameter
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distribution. This novel parametrization scheme combines the strengths of AMT (flexibility in the
parameter distribution) and zonation (integration of distributed a priori information on a large scale).
Each ZAMT vertex can be associated with an independent parameter range, narrowing down the
space of solutions consistent with “soft” geological data.

The inverse problem’s objective function, based on generalized weighted least squares, integrates
an original regularization termχ, penalizing the function value when computed water heads are outside
realistic limits. This plausibility criterion adds a constraint for the piezometry on the whole domain,
which is particularly beneficial when water head measurements are scarce. Moreover, it allows to better
handle shallow aquifers (where computation is likely to conflict with the ground surface level) and
thin saturated zones (conflicts with the substratum level), especially with steep topographic gradients.

Parameter estimation based on water heads only is a difficult task because of a lack of sensitivity
of the parameters to the variable. Therefore, the ensemble of possible solutions is in general very
large. Adding information by (i) including an additional term in the objective function, and (ii)
constraining the parameter over the domain through the ZAMT methodology reduces the number of
possible solutions.

The study case is a phreatic alluvial aquifer of 6.64 km2 located in the south of France with strong
variations in topography and metric saturated thickness. With respect to the terraced organization of
the site, the ZAMT was used to distinguish 5 zones, the higher and older terraces’ geological material
being less permeable than the lower ones. The χ plausibility criterion was activated with the substratum
and ground level as limits to better constrain the simulation in areas with steep topography (terrace
transitions, cuesta), very shallow water levels, and/or thin saturated thicknesses. The simulations were
calibrated with 5 years of data (2012–2016) and the quality of the calibration was verified over 3 years
(2017–2019) at a decadal time step with 191 control points.

The χ criterion produces better parametrization, resulting in lower water head discrepancies (a set
of 150 solutions yields a mean error of 0.43 m with the criterion, 0.55 m without it) and more realistic
piezometric fields. Notably, it has allowed better water head constraint on the substratum ridge (zone
2), which lacks piezometric data but largely conditions the flow direction for an important part of the
model. The ZAMT kept the parameter (hydraulic conductivity and specific yields) in ranges consistent
with the geological nature of the aquifer.

An adjusting threshold of 0.40 m (mean error between measured and simulated water head) was
found adequate to filter 500 model calibrations, resulting in a set of 153 satisfactory solutions. The set
of solutions shows very stable parameter fields.

Concerning the water head calibration, the best fits were obtained near the river boundaries
and in the lower plain (southern and eastern fringes), while greater discrepancy and variability were
noted in the upper terraces of the site (northwest), where steep local topographic gradients of the
aquifer substratum challenges the inversion procedure and the model assumptions (horizontal flow).
Nevertheless, even in these areas where water is only supplied by rainfall, the parametrization is found
to be robust, maintaining realistic levels in a particularly dry context (year 2017).

Concerning the shallowness of the aquifer and the quick piezometric response attested by the
control data chronicles, the recharge parameters (Nash) displayed a very low level of influence.
Moreover, the recharge model’s non-linear response to the decadal time discretization was successfully
handled and produced heterogeneous piezometric behaviors consistent with the measurements.
The total volume of recharge over the period represented 20% of the rainfall and contributed to a global
water balance with very marginal numerical loss. The simulated surface water bodies’ behavior was
coherent with the expectations: the bordering rivers were suppliers upstream, outlets downstream,
and the in-site streams drained the aquifer.

Although the assumption of independence was made, the model could benefit from a denser
piezometer network in the northeastern part of the site and beyond the actual boundary in order to
determine to which extent the neighboring geological domain is connected to the alluvial aquifer.
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Moreover, the current model runs with uncalibrated and undiscretized stream–aquifer exchange rates.
A field survey relative to this matter is a crucial need to enhance the model accuracy in its lower part.
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