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Abstract: A gated recurrent unit (GRU) network, which is a kind of artificial neural network (ANN),
has been increasingly applied to runoff forecasting. However, knowledge about the impact of
different input data filtering strategies and the implications of different architectures on the GRU runoff

forecasting model’s performance is still insufficient. This study has selected the daily rainfall and
runoff data from 2007 to 2014 in the Wei River basin in Shaanxi, China, and assessed six different
scenarios to explore the patterns of that impact. In the scenarios, four manually-selected rainfall or
runoff data combinations and principal component analysis (PCA) denoised input have been considered
along with single directional and bi-directional GRU network architectures. The performance has been
evaluated from the aspect of robustness to 48 various hypermeter combinations, also, optimized
accuracy in one-day-ahead (T + 1) and two-day-ahead (T + 2) forecasting for the overall forecasting
process and the flood peak forecasts. The results suggest that the rainfall data can enhance the
robustness of the model, especially in T + 2 forecasting. Additionally, it slightly introduces noise and
affects the optimized prediction accuracy in T + 1 forecasting, but significantly improves the accuracy
in T + 2 forecasting. Though with relevance (R = 0.409~0.763, Grey correlation grade >0.99), the runoff

data at the adjacent tributary has an adverse effect on the robustness, but can enhance the accuracy of
the flood peak forecasts with a short lead time. The models with PCA denoised input has an equivalent,
even better performance on the robustness and accuracy compared with the models with the well
manually filtered data; though slightly reduces the time-step robustness, the bi-directional architecture
can enhance the prediction accuracy. All the scenarios provide acceptable forecasting results (NSE of
0.927~0.951 for T + 1 forecasting and 0.745~0.836 for T + 2 forecasting) when the hyperparameters
have already been optimized. Based on the results, recommendations have been provided for the
construction of the GRU runoff forecasting model.

Keywords: ANN; GRU; runoff forecasting; input filtering; architecture

1. Introduction

Runoff forecasting plays an essential role in flood mitigation management, agricultural water
management, water transportations, and other socio-economical activities closely related to water
resources. Many approaches, including physics-based models [1–3] and data-driven models [4–6],
have been developed during recent decades to obtain a precise prediction result of the runoff.

Some physics-based hydrological models, such as SWAT [7–9], TOPMODEL/BTOP-MC [10,11],
and MIKE SHE [12,13], have already been widely used to simulate the rainfall-runoff relationship
for runoff prediction because of the definite and explainable mechanisms and the theoretically high
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accuracy of the modelling results, in addition to the user-friendly interfaces of the modelling software.
However, the above-mentioned physics-based models usually require the observed rainfall as the
input and the observed runoff data for calibration/validation and some additional data, like the digital
elevation model (DEM), soil types, and land use information. The modelling results usually show
the different extent of dependencies on the presence, appropriateness, and the resolution of those
additional data [14]. This dependency might restrain the practical implementation of the models.

Contrary to the hydrological/hydrodynamic models that are mainly based upon a series of
definite physical mechanisms, the data-driven models only consider the statistical relationship of the
data [15]. Machine learning is one of the most commonly utilized approaches for exploring the numeric
connections between the input and the target data. Several kinds of machine learning model that can
be used to attain a precise estimation on the short-term runoff have been shown in several pieces of
research. For example, the support vector machine [16–18] and the random forest regressor [19,20].
As a subset of machine learning, deep learning, which is mainly represented by the artificial neural
network (ANN) techniques, is of great interest nowadays due to the booming computer science and
algorithms [21]. Since its ability to seek out the complicated nonlinear relationships between the
given datasets, the ANNs can be applied to complex systems’ modeling tasks. In the hydrological
field, the ANNs have been used for different aims, for instance, flood or runoff forecasting [17,22–24],
rainfall forecasting [25–27], and evapotranspiration prediction [28,29].

The ANNs can also be categorized into several subdivisions according to their specific structures;
in other words, their characteristics. The designs of the ANNs result in the diversity of their advancements
and limitations [30]. For example, the convolutional neural networks have the kernel to recognize the
spatial distribution pattern of data; consequently, it has been implemented commonly for imagery
classification [31–33], however, the existence of pooling layers may cause the loss of abundant
information [34]. The recurrent neural network (RNN) is a “loop” structure that has a state to store the
information from the previous steps; thus, it can deal with the time-series data that has time dependency.
Despite the advancement of the RNNs from the aspect of time series processing, when dealing with the
long-term dependency sequences, the performance of the conventional RNN cells is not satisfactory
enough as a result of the vanishing or exploding gradients. Long short-term memory (LSTM) networks,
a variant of RNNs [35], solved the drawbacks of the traditional RNNs. There has been plenty of
research in various realms that utilized the LSTM networks to process the time series data successfully,
for instance, natural language processing (NLP) [36–38], water or air quality forecasting [39–41],
and disease diagnoses [42,43]. The LSTM network also has some variants; one is the gated recurrent
unit (GRU) network [44], which needs fewer calculations than an LSTM cell. As a result, the GRU
networks usually show a higher training efficiency than the LSTM networks [45,46].

For the runoff forecasting, the runoff has an apparent long-term dependency on the rainfall
data [47] and the reliance on the previous upstream runoff data; the characteristics of LSTM/GRU are
appropriate for this type of assignment. Several studies have shown that the LTSM networks or GRU
networks can obtain impressive results when carrying out runoff or flood forecasting assignments.
The LSTM network has been implemented in the Da River basin in Vietnam for one-day, two-day,
and three-day ahead flowrate forecasting cases and got the Nash–Sutcliffe efficiency (NSE) of 99%, 95%,
and 87% correspondingly for each case [15]. A flood forecasting model with a spatiotemporal attention
mechanism based on LSTM has been used in Lech and Changhua river basins and obtained a lower root
mean square error (RMSE), a lower mean absolute percent error (MAPE), and a higher deterministic
coefficient (DC) compared with SVM and fully-connected network (FCN) for six- and nine-time
step flood predictions [48]. A self-attentive long short-term memory (SA-LSTM) network has been
evaluated at eight runoff datasets for 1~7 days ahead forecasting. It has been shown to have the best
prediction accuracy in several models [49]. A deep neural network called CAGANet, which consists of
a convolutional layer, an attention mechanism, a GRU neural network, and an autoregressive (AR)
model, has been proposed for daily runoff predictions in Qingxi river basin, Sichuan Province, China,
the NSE reached 0.993 [50]. Despite the good performances of LSTM networks and GRU networks
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in recent studies, most of them focus on improving the optimized prediction accuracy by modifying
or coupling the models. There have been few attempts to demonstrate the impact of different input
datasets, as well as the model’s structure on the performance of the model, especially in the model
construction stage. Though not mainly focusing on this problem, some researchers have preliminarily
revealed that input filtering has an impact on the forecasting model. For instance, relevant research [15]
suggests that a higher correlation coefficient between the input and the target datasets can better the
forecasting model’s performance. Meanwhile, the inclusion of the rainfall data might not significantly
enhance the prediction accuracy and sometimes even negatively impact it. Another study [51] shows
that a better prediction result (the test NSE of 0.942 compared with 0.666) has been obtained when
using a selected subset of all rain gauges as the input. Furthermore, the LSTM or GRU networks’
architectures can also influence the forecasting results [52,53].

The problem is that although these studies have shown the impact of the input and the networks’
structure on the final performance, this impact still needs to be adequately evaluated. It should be
carefully considered at the stage of preprocessing and model construction.

In this research, to comprehensively explore the specific impact of the different input filtering
strategies, in addition to the effects of the networks’ architectures on the GRU-based runoff forecasting
model, we constructed several models that use the flowrate (at hydrological stations) and the rainfall
data (at meteorological stations) as the input. The Wei River basin, which is a typical region with
a continental climate and distinct seasons [54], located in Shaanxi, China, is selected as the study
area. Four scenarios of the input dataset with different combinations of the hydrological stations and
the meteorological stations, two principal component analysis (PCA) denoising based scenarios with
single- and bi-directional architectures for one-day-ahead and two-day-ahead predictions have been
conducted. A scope of hyperparameters, including the number of hidden units, the number of hidden
layers, and the length of the input time steps, has been set to make the comparison. The models have
been evaluated from the aspect of robustness [55] to hyperparameters and accuracy. The knowledge
about the particular impact of the input and architectures on the performance of the model can be
valuable in the model construction stage since it can act as guidance and help to construct a more
robust and accurate forecasting model within a more convenient process. Recommendations based on
that knowledge could be a good reference for future studies and practical applications.

2. Methodology

2.1. Preprocessing

2.1.1. Principal Component Analysis (PCA) Denoising

The PCA method is utilized in the preprocessing stage in two of the scenarios (refer to the scenarios
setting situation in Section 3.2) for column vector selection. Typically, it is used as an unsupervised
algorithm to delete the redundant components in the input dataset and only maintain the components
that explain most of the variance. Through the PCA operation, the initial N-dimensional matrix will be
transformed into a K-dimensional matrix (K < N). The calculation processes in the PCA component
reduction operation can refer to the following literature [56–58].

After the component reduction process in the PCA operation, the processed matrix is then
re-projected to form a matrix that has the same dimension (or the same shape) as the initial input
matrix. What should be mentioned is that the filtered information will not be included in the
re-projection process.
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2.1.2. Normalization

For the scenarios without PCA denoising operation, the rainfall and runoff data is normalized
with Equation (1), called Min-Max normalization. The normalized data has a value range of [1]:

x′ =
x−min(x)

max(x) −min(x)
(1)

where x′ is the normalized data, min(x) and max(x) are the minimum and maximum values of each
column in the input dataset.

For the PCA denoising operation scenarios, the data is normalized with Equation (2), called Max-Abs
normalization. The normalization result has a value range of [−1, 1]:

x′ =
x∣∣∣max(x)

∣∣∣ (2)

where x′ is the normalized data, max(x) is the maximum value of each column in the input dataset.

2.1.3. Sliding Window Sampling

A raw input dataset with M rows and N + 1 columns means that it has M records; each has N
different features and a prediction target. For the GRU network, since the input should be a sequence
with multiple time steps, a sliding window method has been utilized to generate samples. Take the
time step (sliding window size) = 3 as an example. The data structure, in addition to the sampling
process, is shown in Figure 1. For the input dataset that without a PCA denoising operation, the column
index Fn represents the hydrological stations or the meteorological stations. For the one with a PCA
denoising operation, the column index Fn represents a feature. The row index tn means time, which has
a unit of day in this research. The Y is the column of the prediction target values.
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a record (or sample).

2.2. Gated Recurrent Unit (GRU)

The GRU cell [44] contains two gate units (three gates in some of the literature [59], which include
the output gate): the update gate and the reset gate. The internal structure of a primary GRU cell is
shown in Figure 2. The unimportant information in the hidden state from the previous time step can
be discarded through the reset gate. In contrast, useful information will be retained to affect the current
hidden state. The whole forward propagation steps are as shown in Equations (3)–(6):

rt = σ(Wr·[ht−1, xt]), (3)
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zt = σ(Wz·[ht−1, xt]), (4)

h̃t = tan h
(
Wh̃·[rt � ht−1, xt]

)
, (5)

ht = (1− zt) � ht−1 + zt � h̃t. (6)

where rt and zt denote the output of the reset gate and the update gate, respectively. σ represents the
sigmoid activation function. � represents the Hadamard product (element-wise product). [a, b] denotes
the concatenate operation for two vectors. ht represents the current hidden state.
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2.3. Stacked and Bi-Directional GRU (bi-GRU)

The combination of several layers of the basic LSTM or GRU cells may enhance the model’s ability
when learning the nonlinear relationships and provide a better prediction accuracy [53,60]. The typical
structure of a stacked GRU network with two layers is shown in Figure 3. The first layer’s hidden state
is utilized as the input of the second layer for further calculations. The result could be obtained from
the output of the second layer.
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A basic bi-GRU network (Figure 4) has two single layers that propagate in inverse directions.
The forward layer uses the first record in the input sequence as the beginning, while the backward
layer uses the last record as its beginning. The overall state is the summation of the states from both of
the layers; the final state can also be covered by an activation layer.
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2.4. Model Evaluation

Nash–Sutcliffe efficiency (NSE), root mean square error (RMSE), and mean absolute error (MAE)
has been used in each simulation, as shown in Equations (7)–(9), respectively:

NSE = 1−

∑n
i=1(Oi − Pi)

2∑n
i=1

(
Oi −O

)2 , (7)

RMSE =

√√
1
n

n∑
i=1

(Oi − Pi)
2, (8)

MAE =
1
n
×

n∑
i=1

|Oi − Pi|. (9)

where Oi is the observed flowrate, Pi is the predicted flowrate, O is the mean value of the observed
flowrate, n is the total number of observations. The NSE values range from −∞ to 1. A higher NSE
value indicates a better fitting result. Both the RMSE and MAE ranges from 0 to +∞ (with a unit of
m3/s in this study), the lower the RMSE and MAE are, the better the model performs. The RMSE is
more sensitive to abnormal values than the MAE.

For the robustness evaluation, the mean standard deviation of the abovementioned metrics along
the time steps (one of the hyperparameter, that is, the length of input sequence) will be calculated
through Equation (10) metrics as mentioned earlier in each scenario:

σ =

√√
1
n

n∑
i=1

(xi − µi)
2. (10)

where σ is the standard deviation, xi is the i th metric, µi is the mean value of the metrics. The value of
standard deviation is greater than 0, a lower standard deviation indicates that the metrics are more
aggregated and more robust to time steps.

For the accuracy evaluation, besides the NSE, RMSE, and MAE used in the overall evaluation,
the relative error (as shown in Equation (11)) has been used to evaluate the performance on flood
peak forecasts:

δ =

∣∣∣Opeak − Ppeak
∣∣∣

Opeak
·100%. (11)

where δ is the relative error, Opeak is the observed peak flow, Ppeak is the predicted value of the observed
peak flow. The relative error value ranges from 0 to +∞, the closer the value is to 0, the better the
fitting is.
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3. Case Study and Materials

3.1. Research Area and Data

The Wei River basin (33◦ N~37◦ N, 104◦ E~110◦ E), which is mainly located in Shaanxi Province,
China, has an area of 135.9 thousand square kilometers. It is a representative region in the western and
northern parts of China. Located in a semi-humid to semi-arid warm temperature climate zone, the basin
has a continental monsoon climate [61], and the elevation ranges from 324 m to 3911 m. The downstream
region has annual precipitation ranges from 600~800 mm, while the annual precipitation at the
upstream region ranges from 350~500 mm. The period from June to October accounts for 65~80% of
the total annual precipitation. As a result, the downstream area is affected by flood events frequently.
The basin accounts for 64% of the total population, 72% of the irrigation area, and 80% of the GDP
in Shaanxi Province from socio-economical activities. Additionally, this basin is located at the Loess
Plateau, which is very sensitive to soil erosion caused by rainfall-runoff processes. Hence, stable and
reliable runoff forecasting can have high merit for flood warnings, water resources management,
and water and soil conservation in this region. The Wei River is the largest tributary of the Huang
River containing the main channel and two main branches (the Jing River and the Beiluo River).

The daily runoff data (gotten from the Hydrological Yearbook of the People’s Republic of
China) at 14 hydrological stations and the daily rainfall data (gotten from China Meteorological Data
Service Center, http://data.cma.cn) at 10 meteorological stations from 2007 to 2014 were collected.
Good continuity makes the collected data suitable for the sequential learning model. As a result of the
good sufficiency of stations, a vector selection process becomes necessary, the impact of several input
combinations can be explored. The research area, the locations of the hydrological and meteorological
stations, and the prediction target station are shown in Figure 5. The summaries of the data at the
hydrological stations and the meteorological stations are given in Tables 1 and 2, respectively. The grey
relation grade [62] and the Pearson correlation coefficient between each station and the prediction
target, Huaxian station, have been calculated to show the data’s relevance.
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Table 1. A summary of the runoff data at hydrological stations.

Stations Sub-Basin Distance
(Km) Max (m3/s) Mean (m3/s)

Grey
Relation R

Huaxian W 0.0 4410.0 171.7 1.000 1.000
Nanronghua B.L. 23.5 250.0 12.5 0.993 0.763
Zhuangtou B.L. 49.4 440.0 15.5 0.993 0.757

Lintong W 53.3 4570.0 182.0 0.996 0.888
Taoyuan J 72.8 906.0 32.7 0.993 0.703
Xianyang W 100.3 2890.0 94.9 0.995 0.809

Zhangcunyi B.L. 158.5 147.0 2.8 0.990 0.409
Weijiabao W 186.7 1830.0 64.9 0.992 0.727
Yuluoping J 188.8 687.0 10.1 0.990 0.194
Zhuyuan W 263.9 59.5 2.0 0.992 0.536

Fenggeling W 299.8 114.0 3.7 0.993 0.545
Beidao W 348.2 959.0 22.8 0.991 0.365
Gangu W 398.5 90.7 0.6 0.987 0.098

Wushan W 439.6 699.0 12.1 0.991 0.274

W = the Wei River, B.L. = the Beiluo River, J = the Jing River.

Table 2. A summary of the rainfall data at meteorological stations.

Stations Sub-Basin Distance
(Km) Max (mm) Mean (mm) Grey

Relation R

Pucheng W 37.3 60.8 1.4 0.979 0.114
Yaoxian W 105.6 69.0 1.6 0.979 0.120

Luochuan B.L. 109.1 107.5 1.7 0.979 0.096
Jinghe W 115.2 117.3 1.5 0.979 0.109
Qindu W 126.3 158.5 1.5 0.979 0.093

Yongshou W 151.9 100.1 1.6 0.979 0.106
Wugong W 155.3 101.4 1.7 0.979 0.124

Changwu J 213.7 142.2 1.6 0.980 0.089
Fengxiang W 232.6 76.2 1.7 0.979 0.097
Longxian W 296.9 214.6 1.6 0.980 0.094

W = the Wei River, B.L. = the Beiluo River, J = the Jing River.

3.2. Scenarios and Traning Process

As shown in Table 3, six scenarios for both the one-day-ahead and two-day-ahead forecasting
have been set to evaluate the impact of different input filtering and model construction strategies.
Referring to Figure 5 and Table 1 in Section 3.1, though the Beiluo River is a tributary flowing
downstream of the prediction target, the distance from each of the hydrological stations in the Beiluo
River basin is relatively close (23.5 km from Nanronghua station, 49.4 km from Zhuangtou station,
158.5 km from Zhangcunyi station). The grey relation analysis and the Pearson correlation analysis
show that the data in the Beiluo river basin is also moderately or highly relevant (R = 0.763, 0.757,
and 0.409; grey relation grades over 0.99) to the data at the prediction target. Thus, the runoff data
from the Beiluo River may be valuable as a reference and should be cautiously evaluated.

Table 3. Summary of the setting condition of scenarios.

Prediction
Target Scenario RNN Cell Pre-Processing

Hydrological
Stations

(Runoff Data)

Meteorological
Stations

(Rainfall Data)

T + 1

S1 GRU MMN all included all included
S2 GRU MMN all included all excluded
S3 GRU MMN B.L. excluded all included
S4 GRU MMN B.L. excluded all excluded
S5 GRU PCA + MAN all included all included
S6 bi-GRU PCA + MAN all included all included
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Table 3. Cont.

Prediction
Target Scenario RNN Cell Pre-Processing

Hydrological
Stations

(Runoff Data)

Meteorological
Stations

(Rainfall Data)

T + 2

S1 GRU MMN all included all included
S2 GRU MMN all included all excluded
S3 GRU MMN B.L. excluded all included
S4 GRU MMN B.L. excluded all excluded
S5 GRU PCA + MAN all included all included
S6 bi-GRU PCA + MAN all included all included

MMS = Min−Max Normalization, MAN = Max−Abs Normalization, B.L. = the stations in the Beiluo River sub-basin.

Five different input filtering strategies are given from S1 to S5. For the scenarios without PCA
denoising operation (from S1 to S4), different rainfall and runoff data combinations have been designed.
Evaluating the impact of the inclusion of rainfall data, since the R values and the grey relation grades
of the data at meteorological stations are very close (0.094~0.124 and 0.979~0.980, respectively), all the
rainfall data from meteorological stations are included in S1 and S3, while excluded in S2 and S4.
Also, considering the application of data at similar adjacent regions when using the hydrological
analogy method for runoff calculation, to explore whether the similarity would also be valuable to the
GRU forecasting model, the runoff data at the stations in the Beiluo River is included in S1 and S2,
while excluded in S3 and S4. For the scenarios with PCA denoising operation, S5 and S6 can evaluate
the impact of the PCA processed data on the models’ performance.

Furthermore, S6 is given to compare with S5 to illustrate the architecture’s potential influence
when constructing the model. The primary GRU cells have been utilized in S5 and the bi-GRU cells
in S6.

Forty-eight different combinations of the hyperparameters have been set for each scenario to
evaluate the models’ robustness in the model construction process. A summary of the combinations is
given in Table 4.

Table 4. A summary of different combinations of the hyperparameters in each scenario.

Num. of Layers Input Time Steps Num. of Hidden Units

Layer 1 Layer 2 Layer 3

1
5~10

1 - -
2 10, 20, 30 1 -
3 10, 20, 30, 40 10 1

Note: The number of hidden units is the number of columns that the weighting matrix has, the larger number is,
the stronger ability the model will have to fit the nonlinearity, but the possibility of overfitting may also increase.

The input dataset (from 2007 to 2014) has been divided into the training set, validation set,
and testing set according to a ratio of 6:2:2. The validation dataset has been utilized for all of
the hyperparameter combinations in accordance with assessing the impact of different inputs and
architectures on the model’s robustness. For accuracy evaluation, both the performance in the validation
set and testing have been considered. Additionally, the training dataset has a small batch size of
10 samples. Five hundred epochs have been executed in the training process.

3.3. PCA Denoised Data

The scree plot of the components for the PCA denoising operation is given in Figure 6. According to
the scree plot, the explained variance declines dramatically, while the accumulative explained variance
increases significantly before the fourth component. Quantitatively, the first four main components
explained 91.11% of the variance. This result indicates that the remaining 20 components have
contributed limited information (8.89%). Hence, after the PCA denoising operation, four of 24 components
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are maintained and utilized as the input dataset in scenario S5 and S6 (refer to Table 3 in Section 3.2).
It is of note that since the PCA denoising operation is a subjective process, the amount of remaining
information could still be optimized (if needed) according to the further training and validation process
in the modelling stages.
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4. Results and Discussions

4.1. Robustness Evaluation

4.1.1. Overall Evaluation

Using the validation set to evaluate the model’s robustness to the various hyperparameters,
Figure 7a–c show the distribution of NSE, RMSE, and MAE, respectively.
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Comparing S1 and S3 with S2 and S4, a lower inter-quartile range (IQR) has been observed in
either the distributions of NSE, RMSE, and MAE in both the one-day-ahead (T + 1) and two-day-ahead
(T + 2) forecasting. Moreover, this phenomenon is more evident in T + 2 forecasting. This result means
that the metrics in S1 and S3 are more aggregated than in S2 and S4. Considering the abnormal values,
S1 and S3 also tend to have a higher NSE, a lower RMSE, and a lower MAE than S2 and S4 when
bad fitting occurs. Additionally, S1 and S3 also have a higher mean value and median value of NSE,
lower ones of RMSE, and lower ones of MAE. These results mean that the model with the rainfall data
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is less sensitive and of greater robustness to the various hyperparameters and will require less effort on
the hyperparameter optimization.

Comparing S1 and S2 with S3 and S4, though significant difference has not been observed from
the aspect of IQR for either of the distributions of metrics in both the T + 1 and T + 2 forecasting,
the abnormal values indicate that that the inclusion of the runoff data in the adjacent region results
in larger deviations when the hyperparameter varies. Thus, though with high numerical relevance,
the runoff data in the adjacent region introduces noises and increases the difficulty of the hyperparameter
optimization process. Since it is less likely to cause serious deviation, excluding these runoff data can
make the model more robust to the hyperparameters.

The metrics’ distribution patterns in S5 and S6 in both the T + 1 and T + 2 forecasting show that
the metrics are at least as aggregated as the one in the scenario with the best manual filtered input (S3),
indicating that the PCA denoising is an effective input filtering strategy. The PCA denoising operation
has significantly improved the model’s robustness to the various hyperparameters with a premise of
good forecasting performance. Overall, comparing S6 with S5, the bi-directional architecture does not
suggest a significant effect on the robustness of the model to various hyperparameters.

4.1.2. Time Step Standard Deviation of the Evaluation Metrics

As the length of the time step is the most vital hyperparameter that determines the amount of
information in the input, the model’s robustness to it should be evaluated independently. Table 5
shows the mean values of the evaluation metrics’ standard deviation when the input time step varies.
The higher the values are, the less likely the model to have a stable performance on the metrics. Thus,
the model will require more effort in time step optimization. In other words, it will be less robust
to the length of the input time steps. Similar to patterns obtained from overall evaluation, from the
comparison between S1 and S2, as well as S3 and S4 in either T + 1 or T + 2 forecasting, the inclusion of
rainfall data tends to enhance the time step robustness of the model. Additionally, the enhancement
effect has been observed to be more evident in T + 2 forecasting. The comparison between S1 and
S3 with S2 and S4, correspondingly, shows that though numerically relevant to the prediction target,
the runoff data from the adjacent sub-basin will introduce noise and then hinder the model’s time
step robustness in the validation stage. Consequently, the time step optimization will be trickier.
In comparing S5 and S6, the single directional architecture is more robust than the bi-directional
architecture to the time step variations. This phenomenon is different from the overall view and can
be explained by the fact that bi-directional architecture is more dependent on the information in the
context. When the length of the sequence changes, the amount of information in the context varies.

Table 5. Time step standard deviation of each scenario for one-day-ahead and two-day-ahead forecasting
in the validation set.

Prediction Target Scenario NSE RMSE (m3/s) MAE (m3/s)

T + 1

S1 0.045 9.552 7.790
S2 0.046 10.225 7.355
S3 0.023 5.634 6.849
S4 0.037 8.915 8.325
S5 0.023 5.713 4.693
S6 0.028 7.409 5.436

T + 2

S1 0.116 15.080 7.983
S2 0.148 15.370 13.799
S3 0.061 10.062 6.825
S4 0.110 14.560 10.106
S5 0.057 9.825 5.762
S6 0.068 11.105 5.143

T + 1 = one-day-ahead forecasting, T + 2 = two-day-ahead forecasting.



Water 2020, 12, 3532 12 of 20

4.2. Accuracy Evaluation

4.2.1. Overall Evaluation

Figures 8 and 9 is the scatter graph and the hydrograph of the best model considering the overall
performance in the validation set and testing set for one-day-ahead forecasting and two-day-ahead
forecasting. The NSE values in the validation set and the testing set all exceed 0.95, indicating that the
model can provide runoff prediction with high precision. The results also suggest that though the
forecasting accuracy declines significantly with the increasing lead time, the NSE values are still over
0.83, acceptable, and meaningful for practical use. Furthermore, the scatter plots and the hydrographs
show that the apparent deviations are more likely to occur as the flowrate increases. This pattern
is more evident in the T + 2 forecasting, in other words, in the forecasting with a longer lead time.
From the aspect of the hydrological mechanism, the large flowrates in this research area are usually
caused by intensive rainfall processes, in which the infiltration excess (Horton) runoff’s occupancy
increases [63]. Since the Horton runoff process driven by intensive rainfalls has a relatively short
duration [64], although the runoff data at the distant stations can partially explain the flowrate at the
prediction target, it is still difficult for the models to accurately predict the large flowrate two days
later. The performance comparison between T + 1 and T + 2 forecastings also shows that the rainfall
and runoff data one day before the prediction date is valuable. This can be explained by the fact that in
some rainfall-runoff events, the data’s time lags caused by the distance between the prediction target
and some adjacent upstream stations are less than two days. Additionally, the deviations when dealing
with large flowrates may also be caused by a fact that the weighting matrix does not take the seasonal
variation of the rainfall-runoff mechanism [65] into account.
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Table 6 shows the overall evaluation metrics (equivalently considered the results of the validation
and testing stage) of the best models in different scenarios; the best model for T + 1 forecasting occurs
in S4, that is, the scenario without the runoff data in the Beiluo River basin and the rainfall data.
In this case, the NSE reaches 0.951, and the RMSE, MAE, has a value of 44.132 m3/s and 19.868 m3/s,
respectively. The NSE values in all the scenarios exceed 0.9 for T + 1 forecasting, and in most of the
scenarios exceed 0.8 for T + 2 forecasting, which means that either of the input filtering strategies can
have an acceptable prediction accuracy after the optimization of hyperparameters. However, there are
still some differences determining which kind of strategy is better.

Table 6. The overall evaluation metrics of the validation and testing set for the best models in
each scenario.

Prediction Target Scenario NSE RMSE (m3/s) MAE (m3/s)

T + 1

S1 0.937 50.088 24.089
S2 0.945 47.449 21.276
S3 0.927 54.695 28.848
S4 0.951 44.132 19.868
S5 0.941 48.402 24.178
S6 0.946 46.511 20.147

T + 2

S1 0.835 82.436 38.032
S2 0.745 98.346 42.062
S3 0.836 81.469 39.625
S4 0.801 89.179 37.733
S5 0.828 84.130 39.014
S6 0.836 81.069 36.293
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For T + 1 forecasting, comparing S1 with S2, as well as S3 with S4, the NSE in S1 and S3 is
correspondingly lower than in S2 and S4. Meanwhile, the RMSE and MAE in S1 and S3 are higher
than in S2 and S4. This phenomenon indicates that the inclusion of rainfall data decreases the
optimized accuracy when forecasting. The reason is that the rainfall data at some distant stations
(e.g., Longxian, 296.9 Km to the prediction target) don’t explain the runoff at the prediction target
1 day later, but are included in S1 and S3 during the training processes. The impact of the inclusion
or exclusion of the runoff data in the Beiluo River basin on the optimized forecasting accuracy is not
significant through the comparison between S1 and S3, as well as S2 and S4. The results of S5 and
S6 that are two scenarios with PCA denoising show that the models with PCA denoised dataset can
provide almost the same level of accuracy (NSE reaches 0.945 and 0.946 in S5 and S6) when comparing
the best result of the model (has an NSE of 0.951) with manual filtered dataset. The comparison between
S5 and S6 indicates that a bi-directional architecture enhanced the overall prediction accuracy.

For T + 2 forecasting, the comparisons between S1 and S2, as well as S3 and S4 (NSE of 0.835
and 0.745 for S1 and S2, 0.836 and 0.801 for S3 and S4) indicating a result that the incorporation of
the rainfall data has improved the accuracy of the forecasting results. This result is opposite to the
one obtained in one-day-ahead forecasting. It suggests that the rainfall data acts as a noise for the
optimized prediction accuracy in one-day-ahead forecasting. However, it is valuable information for
the forecasts that have a more extended lead time. This phenomenon can be partly explained by the lag
effect in the rainfall-runoff mechanism. Referring to the distances from the meteorological stations to
the prediction target given in Table 2 (Section 3.1), almost all the meteorological stations located in the
upstream places have a distance of over 100 Km (except for the Pucheng station) to the prediction target.
Runoff generated in those places needs time to move to the prediction target. As the result, the rainfall
data at those meteorological stations two or more days ago mainly contribute to the flowrate at the
prediction target at the forecasting date. These contributions have been recorded in the input time
series. Different from the condition in one-day-ahead forecasting, the comparisons between S1 and S3,
in addition to S2 and S4, have suggested a significant difference affected by the inclusion or exclusion
of the runoff data in the Beiluo River basin. Affected by the noise introduced by the runoff data in the
Beiluo River basin, the results in S1 and S2 have lower NSE values (0.835 and 0.745) and higher values
of the errors comparing with S3 and S4. The causes of that noise are consequences of the similarities of
the runoff data due to the geographic homogeneity between the Beiluo River basin and the prediction
target. According to the locations of the hydrological stations, as well as the landscape of the research
area (Figure 5), the hydrological stations in the Beiluo River basin are close to the prediction target
(Nanronghua, Zhuangtou, and Zhangcunyi have a distance of 23.5, 49.4, and 158.5 Km to the prediction
target, respectively), and with a similar underlying surface. For T + 2 forecasting, the runoff data at
least two days ago near the prediction target would contain little valuable information. S5 and S6
show that the models with PCA denoising can provide accurate forecasting results with NSE values
exceeding 0.82 and are comparable to, even better than the best results generated by the models with
manual data filtering strategies. The best model occurs in S6, which means that the bi-directional
architecture performs better than the single directional architecture for two-day-ahead forecasting after
hyperparameter optimisation. The outperformance of the bi-directional architecture has been claimed
by many studies [52,53,60,66] in other domains and is still supported by this research when applying
to runoff forecasting.

4.2.2. Accuracy of Flood Peak Forecasts

The peak flow is usually of the greatest interest when carrying out runoff forecasting since it
is crucial to flooding alarming. To evaluate the prediction accuracy of the models on the peak flow,
we analyzed the maximum flowrate of the flood events in the validation set and testing set. Table 7 shows
the relative error of the forecasting results for the selected peak flows.
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Table 7. The relative error of the simulated flood peaks in each scenario for T + 1 and T + 2 forecasting.

Lead Time
Case

(Year/Month/Day)
Flow
(m3/s)

Relative Error (%)

S1 S2 S3 S4 S5 S6

T + 1

2012/9/3 2020 16.75 4.12 13.94 14.48 4.30 17.95
2013/7/24 2200 9.97 8.75 2.63 11.81 24.40 1.81
2014/9/17 1520 6.77 7.44 31.15 1.22 9.32 7.19

Mean - 11.17 6.77 15.90 9.17 12.68 8.99

T + 2

2012/9/3 2020 38.85 57.00 18.58 17.83 14.66 18.89
2013/7/24 2200 35.74 54.11 46.29 26.52 16.18 11.80
2014/9/17 1520 19.63 31.87 11.23 33.44 33.64 32.70

Mean - 31.41 47.66 25.37 25.93 21.49 21.13

For the T + 1 forecasting, the comparisons between the mean relative errors of three selected
peak flows in S1 and S2, S3 and S4, suggest that the inclusion of the rainfall data exacerbates the
error for flood peak forecasts. Le et al. [15] applied the LSTM network into runoff forecasting in the
Da River basin (in Vietnam) also obtained a similar result when evaluating the model’s performance
on flood peak forecasting. Comparing S1 and S3, S2 and S4, the inclusion of the runoff data in the
Beiluo River basin led to smaller errors for the peak flow forecasts. This pattern is slightly different
from that in the overall accuracy evaluation, indicating that the adjacent runoff data may not have
a significant enhancement effect for the whole forecasting process, but is valuable for the peak flow
forecasts with a short lead time. Comparing S5 and S6 to other scenarios, the prediction accuracies of
the models with PCA denoising for the peak flows are comparable to the models with manual filtering
strategies (relative error ranges in 8.99~12.68% comparing with 6.77~15.90%). Comparing S6 to S5,
a bi-directional structure tends to enhance the prediction accuracy of the flood peaks.

For the T + 2 forecasting, contrary to the situation in the T +1 forecasting, rainfall data significantly
reduced the relative error of the flood peak forecasts (the mean relative error of the flood peaks in
S1 and S3 is 31.41% and 25.37%, while in S2 and S4 is 47.66% and 25.93%). This effect is slightly
different from one of the results of the abovementioned relevant study [15] in the Da River basin,
Vietnam. The difference is mainly caused by the characteristics of the research areas and flood events.
The Da River basin is much smaller than the Wei River basin (52,900 Km2 compared with 135,900 Km2),
the time lag effect caused by the distance would not as evident as that in the Wei River basin. The rainfall
in that basin is also more intensive. Additionally, the flood event evaluated in that study has a peak
flow of over 10,000 m3/s, indicating a much shorter duration compared with the one in this study.
Thus, the rainfall data in the Da River basin does not explain the flood event well. Hence, significant
differences in the characteristic of the research area would partially make the patterns vary. The mean
error of the flood peaks in S1 and S2 is correspondingly higher than in S3 and S4, revealing that the
inclusion of the runoff data from the Beiluo River basin significantly increased the prediction deviation.
These phenomena show that, though the rainfall data acts as a noise for T + 1 forecasts, it can explain
the runoff two days later; some information contained in the runoff data in the adjacent region is
valuable for the T + 1 forecasts since the similarity to the data at the prediction target but acts as a noise
for the T + 2 forecasts. The comparison between S5, S6, and other scenarios, suggesting that the models
with PCA denoising can have a better performance on the peak flow forecasts when the lead time
increases. The PCA has effectively filtered the noise and remained valuable information. Similar to that
in the T + 1 forecasting, the bi-directional architecture has enhanced the peak flow forecasts’ accuracy.

4.3. Recommendations Based on the Evaluation Results

Some recommendations for future studies and applications of the GRU runoff forecasting model
can be provided according to the evaluation results. Considering both the robustness evaluation
and accuracy, for the models with manual vector selection preprocessing process, the rainfall data is
recommended to be included as the input, especially in long-lead-time forecasts. To be mentioned,
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this recommendation is mainly based on a premise that the rainfall data is sufficient, however, as the
acquisition of rainfall data is difficult in some study areas, the continuous hydrologic modelling [67–69]
for design simulation would be a potential supplement. In short-lead-time flood forecasts, it can be
considered to be excluded since a negative impact on the optimized prediction accuracy. The runoff

data from some adjacent tributaries may be valuable for short-lead-time forecasts for the main channel
but is strongly suggested to be excluded when the lead time increases. The PCA denoised dataset
can make the model more robust and with equivalent accuracy comparing with the manually filtered
dataset, thus, we recommend using the PCA as an alternative preprocessing method. The advantage
of the PCA when applying to the preprocessing stage in machine learning is also supported by
studies in other realms [56,58,70,71]. Similar to the results of the research about NLP [36,72] and other
topics [53,73,74], the bi-directional RNN architecture also tends to provide more accurate results and is
recommended to be utilized in the GRU runoff forecasting model.

For further studies, more data filtering strategies can be tested. For instance, the runoff data close
to the river’s source or the runoff data at the upstream tributaries has a low correlation coefficient.
The impact of the inclusion or exclusion of this data will also be valuable for other researchers.
The seasonal variation can be considered as an attempt to improve the performance of the model.
Furthermore, the type of research area will also affect the found patterns and can be explored in
the future.

5. Conclusions

This research studied the impact of different input filtering strategies and the model construction
strategies on the robustness and prediction accuracy of the GRU model. For the input filtering strategies,
the impact of the rainfall data, runoff data at the adjacent region with medium to the high correlation
coefficient, and PCA denoising operation has been assessed. For the model construction strategies,
we have tested single directional architecture and bi-directional architecture. In summary, the main
findings of this study include:

i. Based on the premise that the rainfall data is sufficient, its inclusion can enhance the model’s
robustness when the hyperparameters vary. Additionally, when the lead time increases,
this enhancement effect becomes more pronounced. For optimized accuracy, the rainfall data
has a negative impact on the forecasts with a short lead time but is valuable for the forecasts
with a longer one in either the overall forecasting process or the flood peak forecasting process.
Therefore, the rainfall data is recommended to be included in long-lead-time forecasts.

ii. Though a relative high relevance to the prediction target, the runoff data at the adjacent tributary
introduces noise that significantly hinders the robustness of the model and will increase the
difficulty of the optimization of hyperparameters. Nevertheless, this runoff data also contains
valuable information for the flood peak forecasts with a short lead time and, thus, the exclusion
of it should be carefully considered according to the purpose of use. For the forecasts with
a more extended lead time, this data acts as noise and should be excluded.

iii. The model uses PCA denoising as the input filtering strategy has comparable robustness to
the model that uses well manually filtered data as the input. Thus, it can reduce much effort
in the data filtering stage. Meanwhile, the model with PCA denoising operation can provide
accurate forecasts, especially for the flood peak forecasts when the lead time increases. Thus,
the PCA denoising can be an efficient substitution for the manual input filtering process and is
recommended to be considered as an alternative preprocessing method in the future.

iv. Despite a slightly lower time-step robustness, the bi-directional architecture has higher prediction
accuracy than the single directional architecture for runoff forecasting, therefore, it is suggested
to be utilized.

Though the amount of considered input filtering strategies, as well as the combinations of
hyperparameters, in addition to the considered architectures, are still limited, the research has revealed
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some meaningful patterns in defined conditions. It could be a reference for other researchers in the
data filtering and model construction stages.
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