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Abstract: Parameter uncertainty analysis is one of the hot issues in hydrology studies, and the
Generalized Likelihood Uncertainty Estimation (GLUE) is one of the most widely used methods.
However, the scale of the existing research is relatively small, which results from computational
complexity and limited computing resources. In this study, a parallel GLUE method based on
a Message-Passing Interface (MPI) was proposed and implemented on a supercomputer system.
The research focused on the computational efficiency of the parallel algorithm and the parameter
uncertainty of the Xinanjiang model affected by different threshold likelihood function values and
sampling sizes. The results demonstrated that the parallel GLUE method showed high computational
efficiency and scalability. Through the large-scale parameter uncertainty analysis, it was found that
within an interval of less than 0.1%, the proportion of behavioral parameter sets and the threshold
value had an exponential relationship. A large sampling scale is more likely than a small sampling
scale to obtain behavioral parameter sets at high threshold values. High threshold values may derive
more concentrated posterior distributions of the sensitivity parameters than low threshold values.
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1. Introduction

Accurate hydrological forecasting plays an important role in the scientific management of water
resources, flood prevention and the efficient operation of hydraulic projects [1–5]. However, hydrological
forecasts are made in the face of pervasive uncertainty, both objectively and subjectively. From the
objective point of view, due to the inherent uncertainty of natural water cycle and of human observation
and modeling processes, each link in hydrological forecasting, such as the model input, the model
structure and the model parameters, has its own uncertainty [6,7]. From the subjective point of view,
in the process of hydrological forecasting there are several decisions that have to be made by modelers,
such as model scope, equations and parameter values [8]. All these decisions are inevitably influenced by
subjective factors, such as values, ethics and politics [9], and will inevitably bring uncertainty to forecasting
results [10]. At present, the uncertainty in hydrological forecasting has become a research hotspot.

Among the studies of hydrological uncertainty, the uncertainty of the model parameter is an
important aspect [11–14]. In traditional hydrological forecasting studies, the model should be localized
by parameter calibration [15–18]. However, many studies have found that it is difficult to find a
certain set of parameters that can yield model performances much better than other parameter
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sets. In contrast, oftentimes there may be multiple parameter sets that will yield similar model
performances. This phenomenon is termed “equifinality” [19]. To assess the parameter uncertainty,
different methods have been used, for example, the Generalized Likelihood Uncertainty Estimation
(GLUE) [19], Markov Chain Monte Carlo (MCMC) [20], Parameter Solution (ParaSol) [21], Sequential
Uncertainty Fitting (SUFI-2) [22], etc. Among them, the GLUE attracts many users due to its simpler
concept and convenience in implementation [13,23,24]. As a typical Monte Carlo method, the GLUE
method requires sampling from the model parameter space and performing a run of the model with
each set of parameters. Obviously, the larger the scale of parameter sampling, i.e., more parameter sets
sampled from the parameter space, the more comprehensive the rule of parameter uncertainty that can
be described. However, due to the limitation of computational power, the current parameter sampling
scale using the GLUE method is mostly limited to the 105 level.

Although multiple criteria were used as likelihood functions in some of the frontier researches of
GLUE [13,24,25], most of the GLUE researches still use a single criterion as likelihood function, as in this
study. In this case, all the parameter sets that could lead to a model performance above the threshold
value of the likelihood function are considered acceptable and are called “behavioral” parameter sets.
Meanwhile, the likelihood function and its threshold value are determined subjectively rather than
based on statistically consistent error models under the consideration that the structure of errors could
be complex and nonstationary. Several studies have reported that the determination of the likelihood
function and its threshold values have great impacts on the results of the GLUE method [26–29].

To deal with the problem of computing efficiency, some researchers choose parallel computing.
Compared with traditional computing, which executes tasks sequentially, parallel computing refers to
the process of executing multiple tasks on multiple processors or computing units at the same time
to solve the complex problems efficiently. In parallel computing, the complex problems are usually
divided into multiple subproblems, and then, the unrelated ones are allocated to the processors for
execution at the same time. These steps can significantly reduce the overcall running time and improve
the computational efficiency. Parallel computing cannot be separated from the support of related
hardware and software environments. The hardware environment mainly includes the multicore
central processing unit (CPU), graphics processing unit (GPU) and computer cluster, while the software
environment mainly includes the Message-Passing Interface (MPI), OpenMP, Compute Unified Device
Architecture (CUDA, NVIDIA Corporation, Santa Clara, CA, USA) and MapReduce. Since parallel
computing was proposed, it has been applied in many fields, such as transportation [30], geology [31],
information science [32], geospatial algorithms [33,34], etc.

In the field of hydrology, parallel computing has also been used to improve the computational
efficiency in (1) hydrological model calibration [35–39], (2) grid computing of the distributed
hydrological model [40–45] and (3) the efficient solution of the hydrodynamic model [46–51]. However,
the research on the uncertainty of hydrological model parameters is still in the initial stage. Kan et al. [52]
used OpenMP and CUDA to achieve the parallel GLUE algorithm on a multicore CPU and GPU and
promoted the sampling scale of hydrological model parameter uncertainty research to the million
level, i.e., 106. In fact, after parameter sampling, the prediction process of each parameter set in
the GLUE method is independent of each other. It is very suitable to use parallel computing to
improve the calculation efficiency, because the GLUE method does not need substantial inter-process
communication when it is calculated in different processes.

In this study, a parallel GLUE method will be established based on the MPI. A famous hydrological
model, the Xinanjiang model, will be used in streamflow simulation. Based on it, a highly efficient
large-scale parameter uncertainty analysis on supercomputers will be carried out. In the first experiment,
a small sampling scale, a total of 10,000 sets, will be used to perform a computational efficiency
assessment based on different numbers of processors. In the second experiment, several sampling
scales, the maximum one of which reaches 10 million, i.e., 107, and several likelihood threshold values
will be used to assess the parameter uncertainty affected by them. The maximum number of processors
used in the second experiment is 2400.
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2. Methods

2.1. The GLUE Method

The GLUE method was first proposed by Beven and Binley [19] to assess parameter uncertainty
based on their research on model calibration. It was concluded that multiple parameter sets may yield
similar model performances, i.e., “equifinality”. The GLUE method includes several steps: (1) select a
hydrological model and determine the model parameter space; (2) select a likelihood function and
determine the threshold value and the priori probability distribution; (3) randomly extract parameter
sets from the parameter space; (4) run the model with the extracted parameter sets, calculate the
likelihood value according to the model results and save the behavioral parameter sets if the likelihood
value exceeds the threshold; (5) rescale the threshold values to formulate a cumulative distribution.
In this study, the Nash–Sutcliffe efficiency (NSE) [53] was selected as the likelihood function, as in
many other studies [23,28,29,52]:

NSE = 1−

∑T
t=1

(
Qt

obs −Qt
sim

)2

∑T
t=1

(
Qt

obs −Qobs
)2 (1)

where Qt
obs and Qt

sim represent the observed and simulated streamflow at time t, Qobs represents the
mean value of the observed streamflow, and T is the total time steps of the observed and simulated
streamflow. Different threshold values and sampling scales were considered to evaluate their impacts
on the results of the GLUE method.

2.2. MPI

In this study, an MPI is used to implement the parallel GLUE algorithm. An MPI is a message
passing library interface protocol that mainly aims at the message passing parallel programming model.
In this model, data is transferred between the address spaces of different processes through performing
a cooperative operation between processes. In addition to the traditional messaging model, an MPI also
provides support for cluster operations, remote memory access, dynamic process creation and parallel
I/O. An MPI has become an important part of parallel computing because of its high communication
performance, good program portability and powerful functions. An MPI is not a language but a
definition for functions, which are expressed as functions, subroutines or methods. At present, there
are several implementations of MPI invited by multiple organizations, such as MPICH, OPEN MPI
and Intel MPI (Intel Corporation, Santa Clara, CA, USA). The MPICH used in this study is an open
source MPI developed by Argonne National Laboratory and Mississippi State University [54–56].

2.3. The Parallel GLUE Method

In the GLUE method, the processes of the model run with candidate parameters and the likelihood
value calculation and evaluation are independent of each other after the parameter sampling process.
In the original GLUE method, this part performs sequentially. In this study, this part of the GLUE
method is parallelized with the MPI. Different processes simultaneously run the same code with the
same input data, and only the model parameters are changed, forming a typical single program,
multiple data (SPMD) scenario in parallel computing.

In addition, the parallel computing provided by the MPI is based on the processes. Each process
uses an independent memory space, so it is able to build a more complex calculation process of each
process. However, the disadvantage is that both the opening and destruction of the processes need
to occupy computing resources, so the number of opening processes should be limited; it is better to
ensure a certain amount of tasks of each process. Therefore, this study chooses the equivalent parallel
modeling method to allocate the same amount of computations of each process to maximize the use
of computing resources. A specific calculation process is shown in Figure 1, and its brief principle is
stated below:
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1. Create multiple processes according to the sample size and available computing resources, and
specify one root process, while the remaining processes are non-root processes.

2. Read the model configuration file in the root process, and sample in the model parameter space
to generate a group of candidate parameter sets.

3. Assign the candidate parameter sets equally to all processes.
4. On each process, perform the model run during the calibration period and likelihood value

calculation with the sub-candidate parameter sets. Evaluate the likelihood value, and save the
parameter sets and forecast results if they are above (or below according to the likelihood function)
the threshold value. Among the processes, this step is performed simultaneously.

Figure 1. Flowchart for the parallel Likelihood Uncertainty Estimation (GLUE) method implemented
by a Message-Passing Interface (MPI) on a supercomputing system.

2.4. The Xinanjiang Model

The Xinanjiang model is a famous conceptual hydrological model proposed by Zhao et al. [57].
Many researchers have carried out successful practices and developed improvements in many basins
around the world. The Xinanjiang model used in this study is integrated in the EasyDHM model
system [4], of which the characteristic is, on the basis of retaining the original runoff generation
algorithm, to calculate the routing process using the surface information obtained from DEM and
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other catchment data and adjust the process using the corresponding parameters. The parameters and
their ranges are listed in Table 1. The priori probability distribution of the parameters is assumed as a
uniform distribution, as in many other studies.

Table 1. The parameters and their boundaries of the Xinanjiang model.

Parameter Description Range

C Coefficient of the deep layer evapotranspiration 0.1~0.3
IMP (%) Percentage of impervious and saturated areas in the catchment 0~0.7

WM1 (mm) Averaged soil moisture storage capacity of the upper layer 5~100
WM2 (mm) Averaged soil moisture storage capacity of the lower layer 50~300
WM3 (mm) Averaged soil moisture storage capacity of the deep layer 5~100

B Exponential of the distribution of the tension water capacity 0.15~0.35
SM (mm) Areal mean free water capacity of the surface soil layer 5~100

EX Exponent of the free water capacity curve influencing the development of the saturated area 0.5~2
KG Outflow coefficients of the free water storage to groundwater relationships 0.05~0.7
KSS Outflow coefficients of the free water storage to interflow relationships 0.05~0.7
KKG Recession constants for groundwater storage 0.9~0.999
KKSS Recession constants for lower interflow storage 0.05~0.95
PETM Coefficient of the actual evapotranspiration 0.5~1

CH_S2M Coefficient of the river slope 0.1~10
CH_L2M Coefficient of the river length 0.5~20
CH_N2M Coefficient of the river roughness 0.1~10
CH_K2M Coefficient of the river bottom hydraulic conductivity 0.1~10

3. Case Study

3.1. Study Area and Data Sets

In this study, the catchment above the Gaoan station in the Jinjiang River Basin is selected as the
research area (Figure 2). The Jinjiang River Basin, located in the southwest of the Jiangxi Province,
is the second largest tributary of the Ganjiang River, with a total length of 307 km and a total drainage
area of 7886 km2. The altitude of the Jinjiang River Basin ranges from 18 to 1096 m above sea level.
The mountains and low hills are distributed in the northwest, and the plain lays in the east. The Jinjiang
River Basin is located in the subtropical area, with a warm and humid climate. The average annual
precipitation is approximately 1600 mm. The Gaoan hydrological station is located on the lower reaches
of the Jinjiang River, above which the drainage area is 6215 km2.

Figure 2. Map of the Jinjiang River Basin that is controlled by the Gaoan station.

The daily precipitation data used in this study come from 20 rain gauges in and around the study
area. Other meteorological data, including the temperature, wind speed, relative humidity, and solar
radiation, were obtained from the 2 meteorological stations near the study area. The daily streamflow
data obtained from the Gaoan hydrological station were provided by the Jiangxi Hydrological Bureau.
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All the time series data range from 2000 to 2015, in which the period from 2000 to 2011 was regarded as
the calibration period, and the period from 2012 to 2015 was regarded as the validation period.

3.2. Hardware and Software Environment

The hardware environment of this study is the “Yuan” supercomputing system of the
Supercomputing Center of Chinese Academy of Sciences [58]. It is a new generation supercomputing
system affiliated with the general supercomputing environment center of the Chinese Academy of
Sciences. The total computing power of the “Yuan” supercomputing system is approximately 2.3 Pflops
(the computing power refers to the double precision floating-point peak computing power), and the
CPU general-purpose computing capacity is 700 Tflops. The maximum computing power used in this
study is approximately 96 Tflops. The user terminal system version of the “Yuan” supercomputing
system is CentOS 6.6, the compiler version is GCC-8.3.0, and the MPICH version is MPICH-3.3.1.

3.3. Evaluation Criteria

The indicators used in this study to evaluate the computing performance of the parallel
GLUE method are the speedup ratio (Sp) and parallelism efficiency (E), which are given by the
following expressions:

Sp(n) =
Ts

Tp
=

ts + tp

ts + tp/n
(2)

E =
Sp
n

=
Ts

nTp
(3)

where Ts represents the execution time of the serial program, Tp represents the execution time of the
parallel program, ts is the time required to execute the serial part of the program, tp represents the time
required to execute the parallel part of the program, and n represents the number of processes used in
the parallel program. The value of Sp increases with increasing n, and the range is [1, n). If Sp = n,
the parallel program is considered to have reached the linear speedup ratio (i.e., the ideal speedup
ratio). The value range of E is (0,1), and the ideal value of E is 1, in which it is considered that the
parallel program has achieved linear speedup, and the processors are fully utilized.

4. Results and Discussion

4.1. Analysis of Parallelism Efficiency

To analyze the computing efficiency of the parallel GLUE method, a GLUE-based Xinanjiang
model parameter uncertainty analysis was performed with a sampling scale of 10,000. Different process
numbers are set on the “Yuan” supercomputer for serial (1 process) or parallel (more than 1 process)
computing. The number of processes ranges from 2 to 400 and is equal to the number of CPU cores
allocated in the supercomputer. The operation time and evaluation indexes Sp and E are listed in
Table 2 and Figure 3. The results show that in terms of the calculation time, the number of calculation
processes increases from 1 in serial computing to 400, which is the maximum number of the case, and
the total time consumption in 10,000 sampling is reduced from 7608 s to 22 s (also shown in Figure 3a).
This shows that the parallel method greatly speeds up the operation speed of the GLUE method.
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Table 2. The calculation time and efficiency indexes of GLUE runs with different processes.

Processes Number Task Number of Single Process Calculation Time (s) Sp E

Serial 1 10,000 7608 1 1
Parallel 2 5000 3807 1.998 0.999

4 2500 1933 3.936 0.984
8 1250 975 7.803 0.975
20 500 390 19.508 0.975
40 250 196 38.816 0.970
50 200 159 47.849 0.957
80 125 100 76.080 0.951

100 100 82 92.780 0.928
200 50 41 185.561 0.928
400 25 22 345.818 0.865
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efficiency (E).

In addition, as shown in Figure 3b, the speedup ratio (Sp) of the parallel GLUE algorithm increases
with the increase in the number of processes. The maximum Sp reaches 345.818 when the number
of processes reaches the maximum of 400. Within the scale of the case, the relationship between the
increase in Sp and the number of processes is close to 1:1, which shows that the number of tasks of a
single process still has room to go further, reflecting the high parallelism and scalability of the parallel
GLUE method. The change in the parallelism efficiency (E) shows that with the increase in the number
of processes, the relative efficiency of the parallel GLUE method always maintains a high level, which
is still more than 0.9 at 200 processes and 0.865 at 400 processes. All the above indexes prove the high
efficiency of the present parallel GLUE method.

As a traditional method of model parameter optimization, a parameter calibration algorithm
based on various optimization algorithms also needs many repeated calculations. At present, many
studies have applied parallel computing technology to improve the speed of the parameter calibration
algorithm. Table 3 shows some cases of the application of parallel computing technology in parameter
calibration. Although the parallel scale and efficiency improvement range of these studies are quite
different, they all show the same trend, in that, within a certain number of processes, the number of
opening processes and the speedup ratio are close to a linear relationship, and the parallel efficiency
is close to 1. However, if the number of opening processes continues to increase, the increase in the
speedup ratio and the parallel efficiency will dramatically decrease.

This is because in the area of parallel computing, the efficiency will be affected by I/O, inter-process
communication, resource contention, load balancing and other factors. With the increase in the number
of processes, the impact of these factors will increase significantly. At the same time, due to the
influence of the inherent principle of the optimization algorithm, many inter-process communications
must be carried out to compare the fitness of different populations and generate new populations.
This communication intensive scenario is more likely to be affected by the efficiency of inter-process
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communication when the number of open processes increases, which ultimately affects the scalability
of parallel computing.

Table 3. Cases that use parallel technology in parameter calibration.

Rouholahnejad et al. [59] Zhang et al. [36] Her et al. [37] Ercan et al. [60]

Hardware personal computer cluster computer cluster computer cluster computer
Parallel tool not mentioned MPI MATLAB built-in not mentioned

Maximum processes 24 400 8 256
Maximum Sp ~10 110 6.17 ~175

Parallelism efficiency ~0.4 0.275 0.77 ~0.68

In contrast, the parallel GLUE algorithm in this study needs very little inter-process communication
during the calculations, which is only during parameter distribution and result collection. Compared
with parallel parameter calibration, the calculation is less affected by inter-process communication,
and the results of the parallelism efficiency analysis in this study also prove this. The E value is
still more than 0.9 when allocating 200 processes and 0.865 when allocating 400 processes, which
reflects the high scalability of the parallel GLUE algorithm. In a similar study of the parallel GLUE
algorithm, Kan et al. [52] found that the speedup ratio of the parallel GLUE algorithm performed on
one 8-core CPU of a single computer is more than 10 when the sampling scale is 8000 or below; however,
the speedup ratio decreases rapidly when the sampling scale exceeds 8000, and it is only 1.72 when
the sampling scale is 1,024,000. This is because a single computer is very limited in CPU computing
power, memory capacity, memory bandwidth and hard disk reading speed. When the computing scale
is expanded, the resource contention between processes is very obvious, which seriously affects the
efficiency of the parallel algorithm.

4.2. Impacts of Sampling Scale and Likelihood Threshold on the Number of Behavioral Parameter Sets

To analyze the parameter uncertainty of the Xinanjiang model based on the parallel GLUE method,
this study mainly investigated the influence of the likelihood function threshold and the parameter
sets sampling scale on parameter uncertainty. The threshold of the likelihood function in this study is a
total of 11 levels with a range of 0.60~0.80 and an interval of 0.02. For each level, a total of 10.2 million,
1.02 million and 102,000 parameter sets were sampled from the parameter space. The maximum
computing resources occupied are 100 nodes and 2400 logical CPUs, and the total computing power is
approximately 96 Tflops. The sampling method is the Latin hypercube sampling (LHS) method [61].

The number of behavioral parameter sets and their proportion in the total sample scale under
3 different parameter sets sampling scales and 11 different NSE likelihood thresholds are shown in
Table 4 and Figure 4. It is shown that the numbers of behavioral parameter sets obtained by different
sampling sizes under the same likelihood function threshold are different, but the proportions of the
behavioral parameter sets in each sample size are basically the same. For example, when the threshold
is 0.62, the numbers of behavioral parameter sets when the sampling scales are 10.2 million, 1.02 million
and 0.102 million are 7105, 724 and 79, respectively, but the proportions of the behavioral parameter
sets are between 0.07% and 0.08%. This means that since the proportions of behavioral parameter sets
remain steady, the larger the sample size is, the more behavioral parameter sets there are. On one hand,
a larger number of behavioral parameter sets can better reflect the posterior distribution of parameters,
which is the distribution of parameters under the situation that the likelihood value is above the
threshold, under a certain threshold but, on the other hand, can also provide more forecasting members
for future hydrological ensemble forecasting research.
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Table 4. The number of behavioral parameter sets obtained under different sampling sizes and
Nash–Sutcliffe efficiency (NSE) threshold values.

Sampling Scale
(Million) 10.2 1.02 0.102

Threshold
Value

Number of
Behavioral

Parameter Sets

Proportion
(%)

Number of
Behavioral

Parameter Sets

Proportion
(%)

Number of
Behavioral

Parameter Sets

Proportion
(%)

0.80 0 0 0 0 0 0
0.78 2 1.96 × 10−5 0 0 0 0
0.76 38 3.73 × 10−4 3 2.94 × 10−4 0 0
0.74 128 1.26 × 10−3 12 1.17 × 10−3 1 9.80 × 10−4

0.72 376 3.69 × 10−3 41 4.02 × 10−3 1 9.80 × 10−4

0.70 808 7.92 × 10−3 81 7.94 × 10−3 10 9.80 × 10−3

0.68 1590 1.56 × 10−2 162 1.59 × 10−2 19 1.86 × 10−2

0.66 2772 2.72 × 10−2 278 2.73 × 10−2 24 2.35 × 10−2

0.64 4794 4.70 × 10−2 477 4.68 × 10−2 43 4.22 × 10−2

0.62 7105 0.0697 724 0.0701 79 0.0774
0.60 11,533 0.113 1147 0.112 130 0.127
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The results also show that the larger the sample size, the more likely it is to obtain the behavioral
parameter sets under the better likelihood function threshold conditions. As shown in Table 4, the test
performed with 10.2 million samples obtained 2 behavioral parameter sets at the likelihood function
threshold of 0.78, but no behavioral parameter set was obtained in the 1.02 million and 102,000 samples
at the same threshold condition. Moreover, the results show that if the behavioral parameter sets are
obtained under the condition of a higher likelihood function threshold, the parameters can better
reflect the posterior distribution of the model parameters when they approach the global optimal
solution, which is the best simulation performance of all the possible parameter sets and can also
provide high-quality forecast members for future hydrological ensemble forecasting.

Figure 4 also shows that the proportion of behavioral parameter sets increases exponentially with
the decrease in the likelihood function, which is NSE in this study, threshold. In the existing research
on parameter uncertainty using the GLUE method, Li et al. [28] and Xue et al. [62] have studied the
relationship between the likelihood function threshold in the GLUE method and the proportion of
behavioral parameter sets. It is found that there is a good linear relationship between the likelihood
function threshold and the proportion of behavioral parameter sets. Note that the main focus of these
studies is on a relatively macro range where the proportion of behavioral parameter sets is greater than
0.1%. In this study, due to the large scale of parameter sets sampling, we mainly investigate the micro
interval where the proportion of behavioral parameter sets is less than 0.1%. This shows that there is a
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different relationship between the threshold value and the proportion of behavioral parameter sets
around the tipping point of 0.1%, which is a linear relationship in the range of more than 0.1% and an
exponential relationship in the interval of less than 0.1%.

4.3. Impact of the Sampling Scale and Likelihood Threshold on the Parameter Posterior Distribution

Figure 5 illustrates the comparison of the posterior distribution of the sensitivity parameters
derived from the experiment in Section 4.2 for the sampling scale of 10.2 million and the likelihood
thresholds of 0.66 and 0.74. There are several aspects that can be interpreted from the results. First,
the types of sensitivity parameters remain consistent in different threshold situations and thus in the
sampling situations (plot not given). For both threshold values, the Xinanjiang model obtained the
same 9 sensitive parameters through the parallel GLUE method. Second, the posterior distribution of
some sensitivity parameters changes when the threshold value changes, while those of others remain
unchanged. As shown in Figure 5, some of the sensitivity parameters, i.e. IMP, WM3, KKSS and PETM,
get more concentrated posterior distributions when the threshold value increases from 0.66 to 0.74.
However, the sampling scale has no impact on the posterior distributions. Third, the scatter plots in
Figure 5 show that there is no linear relationship among the sensitive parameters, regardless of the
threshold values or the sampling scale.
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Figure 5. The posterior distribution and the joint relationships of the sensitivity parameters of the
Xinanjiang model generated by the parallel GLUE method with the likelihood threshold value of
0.66 and 0.74. The scatter plots show the joint relationships of the sensitivity parameters within
behavioral parameter sets. The plots in the diagonal show the posterior distribution of the sensitivity
parameters. The blue and red dots indicate the parameter values when the threshold values are 0.66
and 0.74, respectively.
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5. Conclusions

In this study, an MPI-based parallel computing accelerated GLUE method was proposed and
implemented in a supercomputing system. A smaller scale experiment was performed with different
processors to test the computational efficiency of the parallel GLUE method. A larger scale experiment
was performed to analyze the impact of the sampling size and the threshold value on the parameter
uncertainty of the Xinanjiang model. The following conclusions were drawn from the study:

1. The MPI-based parallel GLUE method can significantly improve the calculation efficiency and
shorten the calculation time. For the sampling size of 100,000, the parallelism efficiency remains
at 0.865, and the speedup ratio is close to a linear speedup ratio, even if the allocated processors
are up to 400. The results show the great scalability of the present method.

2. The proportion of behavioral parameter sets remains unchanged as the sampling scale changes.
Within the interval of less than 0.1%, the proportion of behavioral parameter sets and the threshold
value have an exponential relationship. The larger the sampling scale, the more likely it is that
behavioral parameter sets are obtained at high threshold values.

3. The threshold values impact the posterior distribution of the sensitivity parameters.
Some parameters may yield more concentrated posterior distributions when the threshold is higher.
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