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Abstract: A filtering analysis of hydraulic head data deduced from slug tests injected in a confined
aquifer with different porous media is proposed. Experimental laboratory tests were conducted
in a large-scale physical model developed at the University of Calabria. The hydraulic head data
were deduced from the records of a pressure sensor arranged in the injection well and subjected to a
processing operation to filter the high-frequency noise. The involved smoothing techniques are the
Fourier transform and two types of wavelet transform. The performances of the filtered hydraulic
heads were examined for different slug volumes and four model layouts in terms of optimal fitting of
the Cooper’s analytical solution. The hydraulic head variations in the confined aquifer were analyzed
using wavelet transform in order to discover their energy contributions and frequency oscillations.
Finally, the raw and smoothed hydraulic heads were adopted to calculate the hydraulic conductivity
of the aquifer.
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1. Introduction

The slug tests can be considered the most currently used field tests for the estimation of
hydrodynamic parameters characterizing an aquifer. These tests are often preferred to traditional
pumping tests due to the ease of execution, low costs, particularly in investigations of contaminated
aquifers, and for the reduced volume of porous medium involved in the measurements, although
pumping tests are generally considered more reliable and less subject to errors and uncertainties [1–7].

The slug tests consist of the detection of hydraulic head variations induced by a rapid extraction or
displacement of a known water mass in the well and recorded until the initial equilibrium conditions
are reached. The hydraulic head values obtained by these tests allow the determination of the
hydraulic conductivity values (k) and, under certain conditions, also the storage coefficient (S) [1,8–13].
Yang and Yeh [14] and Cardiff et al. [15] report a very interesting historical overview of the background
concerning slug tests, and, in any case, this subject is very common in the scientific literature.

Numerous topics linked to the slug tests were widely analyzed and investigated. However,
further investigations are still possible on some aspects related to slug tests, such as the management
of wide data sets.

Some scientists, such as Chapuis [16] and Abellan and Noetinger [17], have already addressed this
topic, highlighting the difficulty to manage large data sets given by slug tests and to select the quantity
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of information that may be obtained from a test. Nevertheless, innovative works to this subject can be
produced, investigating the influence deriving from an adequate data smoothing analysis, as recently
shown by Aristodemo et al. [18].

For slug tests, the recording of time-varying hydraulic head data must be performed with
appropriate instruments such as electronic pressure sensors able to acquire data with a certain
measurement frequency (e.g., [3]). If the measurement frequency is relevant, problems arise from the
occurring high-frequency noise and the increasing computational cost to process the pressure data.
Conversely, if the measurement frequency is limited, particularly at laboratory scale, there is the risk
that the input information is not able to correctly catch the physical phenomenon as in the case of the
occurrence of local non-linear effects in the hydraulic head (e.g., [19]). In a previous study [18] it has
been highlighted that the measurement frequency f = 100 Hz proves to be a suitable value allowing
to maintain the quality of the acquired time series of pressure in terms of global and local energy
contents and frequency oscillations. Moreover, it should be noted that the quality of the data assumes
a fundamental role in the characterization of the aquifers. Indeed, input data can have systematic
and random errors, phenomena of errors propagation or environmental noise attributable to different
reasons (e.g., [5,20]).

During experimental campaigns, particularly at laboratory scale, the elimination of unwanted
noise in the recorded raw data is an important issue in different scientific disciplines. Specifically,
filtering methods such as decimation, convolution equations, polynomial approximations, moving
average filters, and spectral approaches were adopted [21–33]. In this context, Viovy et al. [34] stated
that the smoothing operation can lead to a minimization of the uncertainty of the involved input
data. Therefore, it is fundamental to choose a smoothing method with a certain prudence since each
filtering approach can present potential drawbacks [27,35]. It was already underlined the opportunity
to provide a smoothing for cases in which the data sets deduced from slug test are specifically heavy.
For this reason, Aristodemo et al. [18] have recently provided a methodology to filter high-frequency
disturbance in the time series of hydraulic heads, giving useful information regarding the specific
smoothing approaches.

The goal of the present work is to verify and extend the results obtained by Aristodemo et al. [18]
for various porous media characterizing the aquifer by means of slug tests. This analysis refers to a
laboratory campaign executed on a 3D model of a confined aquifer and developed in the GMI (Grandi
Modelli Idraulici) Laboratory of the University of Calabria. During the laboratory investigation,
four different types of porous media characterizing the saturated layer of the aquifer were taken
into account. The slug tests were carried out by injecting a defined water mass in the central well
of the groundwater system where a pressure sensor was placed to determine the hydraulic head
variation (h). Then, smoothing methods with working principles in frequency (a Fourier transform)
and time-frequency domain (Mexican hat and Morlet wavelet transforms) (e.g., [36,37]) were applied
to eliminate the high-frequency disturbance in the raw time series of h. For this purpose, ad-hoc cut-off

frequencies were selected for data filtering adopting the mentioned approaches. In order to fit the
reference Cooper’s equation well [9], limits and capabilities of the involved smoothing approaches
were checked through the calculation of the correlation coefficient and relative error for all model
layouts, i.e., the porous media. The energy and the frequency oscillations of the time series of hydraulic
head were exploited in the time-frequency domain through wavelet transform. Moreover, the raw and
smoothed hydraulic heads given by the mentioned methods were adopted to calculate the hydraulic
conductivity for the different porous media constituting the aquifer.

This study is presented in the following manner. Section 2 illustrates the experimental layout of
the aquifer, the adopted porous media and the execution of the laboratory tests. Section 3 describes
the methodology used to estimate the hydraulic conductivity and the approaches to smooth the raw
values of the hydraulic heads.

Subsequently, the raw and smoothed time series of the hydraulic head are inspected in Section 4
through the comparison of the limits and capabilities of the smoothing methods to reproduce the
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Cooper’s equation and to calculate the hydraulic conductivity. Section 5 recalls the main parts of the
proposed approach and the results obtained.

2. Laboratory Tests

2.1. Experimental Set-Up

In the GMI Laboratory of the Department of Civil Engineering of the University of Calabria a
physical model, reproducing 3D homogeneous and confined aquifer, was developed, within a metal
box with dimensions 2 m × 2 m × 1 m (Figure 1a). Inside this sandbox, along the whole perimeter, at a
distance of 5 cm from the walls, a perimetric chamber was built, by means of a metallic mesh sustained
by vertical metallic supports and coated with a geotextile layer, to ensure the boundary condition of a
given hydraulic head. For accomplishing slug tests and for the acquisition of hydraulic head data,
an injection well and nine observation wells (piezometers) were inserted into the aquifer, with the
disposal shown in Figure 1b. All the wells, made using pipes of polyvinyl chloride (PVC), with a
diameter of 2.8 cm, were completely penetrating, with openings on the pipe walls throughout the
thickness of the aquifer. The whole was then covered with geo-textile, to avoid sand entry into the
well. The injection well was central, while those of observation were located in various directions and
at increasing distances from the injection well, to prevent influencing the flow in the porous medium
(see Figure 1b). The porous material constituting the confined aquifer, with an assigned thickness,
was placed on the bed of the metal box (see lateral section 1-1’ sketched in Figure 1c).
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Figure 1. (a) View of the physical model of the 3D confined aquifer; (b) plan view of the placement of
the injection and observation wells; (c) section 1-1’ with the arrangement of the pressure sensors in
the wells.

2.2. Materials

Inside the sandbox four different model layouts were realized, all related to the confined aquifer,
but with different porous media constituting the aquifer, with the aim of verifying the results of the
smoothing analysis for different characteristics of the solid matrix of the saturated layer.

Each aquifer constituted in this way, even if granulometrically homogeneous, due to the random
arrangement of the grains of the solid matrix, shows various pore size, and then it can be considered
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heterogeneous. Indeed, at the particular scale of investigation, the porous medium heterogeneity
influences the flow phenomena, certainly due to the presence of micro and macro pores, but probably
also because it begins to suffer from the greater or lesser interconnection of the pores in which the
water flow occurs [38,39]. Table 1 shows the values of the granulometric analysis carried out on the
porous media considered.

Table 1. Content of clay, silt, sand and gravel for the four porous media constituting the confined aquifer.

Textural Classes I Model Layout
(%)

II Model Layout
(%)

III Model Layout
(%)

IV Model Layout
(%)

Gravel 12.01 27.70 23.90 22.50
Sand 87.39 71.00 61.00 56.10
Silt 0.60 1.30 15.10 16.40

Clay - - - 5.00

As shown in Table 1, the largest percentage of gravel is related to the II model layout, while the
minimum to the model layout I. The maximum percentage of sand is related to the model layout I
and the minimum percentage to the model layout IV. The percentage of silt is maximum at the model
layout IV and is minimal at the model layout I. The clay is absent in all porous media considered,
except in the model layout IV, where it has a very low percentage. Figure 2 shows the granulometric
curves relating to the four soils taken into consideration. The laying of these materials was performed
by repeating different water loading and unloading cycles to reach a natural packing.
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2.3. Tests Execution

The values of the confined aquifer thickness and the undisturbed hydraulic head related to the
injection well for each model layout are shown in Table 2.
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Table 2. Values of aquifer thickness and undisturbed hydraulic heads, determined by the bottom of the
sandbox, for each of the four model layouts considered.

Model Layout Aquifer Thickness (m) Undisturbed Hydraulic Heads (m)

I 0.25 0.38
II 0.25 0.32
III 0.25 0.32
IV 0.22 0.35

Several slug tests were carried out, for each model layout, using the following injection volumes:
V = 30 mL, 40 mL, 50 mL, 60 mL, 70 mL, 80 mL and 90 mL in the central well.

These volumes were assumed after verifying that, with their injection into the central well (about
1 s), the variation of the hydraulic heads does not reach the sandbox walls and does not alter the fixed
boundary conditions. Compliance with the boundary conditions was verified for each slug test carried
out by measuring the hydraulic heads in the observation wells. Furthermore, between one test and
the next, the complete restoration of the initial loading conditions was always ascertained. Note that,
for model layout II, the slug tests with V = 30 mL and 40 mL were not executed.

In each well the pressure was measured by a submersible sensor (PDCR1830 model by Druck)
(for more details, see [40,41]) using a measurement frequency of 100 Hz, as suggested by Aristodemo
et al. [18]. All sensors were located at the bed of the metal box (see Figure 1c). Although the monitoring
of hydraulic heads was carried out in all piezometers, the smoothing modeling and the determination
of the hydraulic conductivity will be performed considering only the pressure data recorded in the
well subjected to the water insertion.

3. Methods

3.1. Determination of Aquifer Hydraulic Conductivity

The method of Cooper et al. [9] was used for the analysis of all the slug tests performed on the
laboratory device described above and for each of the four model layouts considered. This is based on
a type of curve matching, allowing estimation of the hydraulic conductivity and the specific storage
coefficient of the aquifer. The relationships describing this method are as follows:

∂2h
∂r2 +

1
r
∂h
∂r

=
Ss

Kr

∂h
∂t

(1)

which meets the following boundary conditions:

h(r, 0) = 0, rw < r < ∞ (2)

H(0) = H0 (3)

h(∞, t) = 0, t > 0 (4)

h(rw, t) = H(t), t > 0 (5)

2πrwKrB
∂h(rw, t)
∂r

= πr2
c

Ss

kr

dH(t)
dt

, t > 0 (6)

where h is the variation of the hydraulic head from the static conditions (L), kr is the radial component
of the hydraulic conductivity (LT−1), Ss the specific storage (L−1), B the aquifer thickness (L), H the
variation of the hydraulic head in well from the static conditions (L), H0 the initial variation of the
hydraulic head in well (L), rw the effective radius of well screen (L), rc the effective radius of well
casing (L), r the radial direction (L) and t the time (L). The boundary conditions (2) and (3) state that
initially the variation of hydraulic head is zero everywhere outside the well and equal to H0 inside the
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well. The boundary condition (4) states that as r approaches infinity the variation in hydraulic head
approaches zero. The boundary condition (5) states that after the first instant the hydraulic head in
the aquifer at the face of the well is equal to that in the well. The relationship (6) expresses the fact
that the rate of flow of water into (or out of) the aquifer is equal to the rate of decrease (or increase) in
volume of water within the well. This mathematical model is based on the following assumptions:
homogeneous formation, Darcian flow, instantaneous slug injection and negligible well losses [1,9].

This method allows also estimation of the specific storage coefficient, albeit with considerable
uncertainty, as evidenced by many authors [1,9,16,42–44].

3.2. Smoothing Methods

3.2.1. Fourier Transform

The Fourier analysis is a famous mathematical approach that allows for the decomposition
of a waveform, i.e., an input signal, into an alternative representation characterized by sinusoidal
components of different frequencies. This approach is fundamental for the characterization of the
energy content in the frequencies domain, by transforming the involved function from a time-based
point of view to a frequency-based one. The Fourier transform (FT) of a given data signal x(t) is
defined by:

X(ω) =

∫ +∞

−∞

x(t)e−iωtdt (7)

in which ω (angular frequency) = 2πf (T−1), f is the frequency (T−1) and i is root square of −1.
However, the difficulty of analysing signals with certain characteristics in the Fourier space has

been highlighted [45]. Indeed, since the constitutive elements of the FT are trigonometric functions,
the FT is particularly appropriate for analyzing stationary signals. The FT is, therefore, a powerful
method for processing signals that can be expressed as a sum of sines and cosines, but is less useful
when the signal is non-stationary. Furthermore, when transforming to the frequency domain with the
FT, time information is lost and it is impossible to know the instant when a particular event occurs [46].
A low-pass filter will be adopted here by selecting a specific cut-off frequency, fc, to eliminate the
unwanted high-frequency noise occurring in the time variation of the raw values of h.

3.2.2. Wavelet Transform

The Wavelet transform (WT) is normally applied to analyze data with non-stationary energy
contributions at different frequencies (e.g., [47]). In the wavelet framework, the basic functions present
a finite spatial support, allowing for a local assessment of the signal. The localized functions adopted
for the transform are deduced from scaling and shifting a basic function named mother wavelet, ψ:

ψab(t) =
1
√

a
ψ

(
t− b

a

)
(8)

where a ε Re+ is the parameter to scale in frequency the wavelet and b ε Re is the parameter scale to
shift in time the wavelet. A mother wavelet can be used for the integral wavelet transform only if it
shows an inversion equation. This property is given by the so-called admissibility condition (for more
details, see [37]).

Different mother wavelets were developed in the wavelet context. The selection of a characteristic
mother wavelet is given by the similarity of the shape of the wavelet with the input time series of the
considered data and if the involved phenomenon is characterized by a specific dynamics (e.g., [48]).
Because of their large use in dynamic flow problems [49–51], Mexican hat and Morlet wavelets are
here selected heuristically.
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The first used mother function is given by the Marr wavelet, also noted for its shape as the Mexican
hat, mathematically expressed by the negative Laplacian of a Gaussian function:

ψ(t) =
2
√

3
π−1/4

(
1− t2

)
e−

t2
2 (9)

The shape of the Mexican hat wavelet is given in Figure 3a.
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The other mother wavelet used in this work is the Gabor function, also known as Morlet. This is a
sine wave that is windowed (i.e., multiplied point by point) by a Gaussian:

ψ(t) = π−1/4e− jkMte−
t2
2 (10)

where the wavevector kM = 6 [37]. The shape of the Morlet wavelet is illustrated in Figure 3b.
As carried out for FT, a specific cut-off frequency will be applied to eliminate the disturbances in

the high-frequency signals of h through the adopted two wavelet functions.

4. Results

The time variations of hydraulic heads in the injection well, h, were deduced as a difference
between the recorded values of pressure and the undisturbed hydraulic head. Afterwards, the raw
values of h were filtered by Fourier transform (FT) and two wavelet transforms (WTs), i.e., Mexican hat
(Mexh) and Morlet (Morl). As suggested by Aristodemo et al. [18] in order to describe the present
hydrodynamic process well and have a contained time to process the raw data, the experimental
data sampled by the measurement frequency f = 100 Hz are taken into account. The smoothing
methods to remove the high-frequency disturbance on h were performed by tuning a particular cut-off

frequency in the considered approaches. For the involved FT and WT cases, an independent setting
value of fc = 1.75 Hz was used to smooth out the high-frequency disturbance in the time series of
h due to specific environmental and electrical noise during the experiments. It can be highlighted
that a specific choice of fc should be performed in each measurement campaign and for each used
pressure sensor. Here, particular attention was addressed to choose a specific tuning of the cut-off

frequency in all smoothing methods in order to preserve energy contributions in the time variation of
h. For the processing phase, an interval of 50 s was taken into account for modeling the history of h.
After the involved time window, the resulting variations of h are less than 0.6% of the maximum value
of hydraulic head.

4.1. Modeling of Hydraulic Head Data

The raw and smoothed time variations of h were inspected to calculate the hydraulic conductivity
of the porous media, i.e., model layouts I, II, III and IV, constituting the aquifer. For all slug volumes
and for all model layouts, the first step was the fitting operation of the considered time variations of
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the hydraulic head through the exponential decay law represented by the Cooper’s analytical solution
(see Equation (1)) with the related boundary conditions. For the representative case given by model
layout III and for V = 90 mL, Figure 4 highlights the raw times series of h (Figure 4a) and those filtered
by FT (Figure 4b), Mexh (Figure 4c) and Morl (Figure 4d), the corresponding Cooper’s solution and
the 95% prediction bounds. Among the involved tests, the present case with V = 90 mL was chosen
to underline the highest variation of h. The time t = 0 is linked to the occurrence of the maximum
value of h. By inspecting the results shown in Figure 4, the raw time variation of h shows a significant
high-frequency noise if compared to smoothed ones. With the aim of preserving the peak and the shape
of h, the filtered time variations of h with FT, Mexh and Morl show non-linear features characterized
by small oscillations, particularly in the second part. With reference to the exponential fitting law,
a general underestimation in the first part can be observed, followed by an overall overestimation in
the second part. These non-linear effects were also noticed in the laboratory [18,52] and field (e.g., [53])
experimental conditions of slug tests. The above results show a different feature from the theoretical
time series of h by an energetic and frequency viewpoint. These particular characteristics refer to the
difficulty of recovering the hypotheses of the Cooper’s equation, i.e., homogeneous medium, Darcian
flow, instantaneous slug injection and negligible well losses, even though controlled conditions were
used (e.g., [1]). Indeed, the involved oscillations represent the result of combined effects like the
manual introduction of a slug volume, the hydraulic losses in the well and the specific response of
the groundwater.
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To define the best processing method, limits and capabilities of raw and smoothed FT, Morl and
Mexh hydraulic head data for the optimal fitting of the Cooper’s equation (Equation (1)) using different
model layouts were here treated by the determination of statistical parameters such as the correlation
coefficient, R2, and the relative error, se.

With reference to all involved raw and processed h, Table 3 shows R2 as a function of slug volume,
V, and for model layouts I, II, III and IV. In general, the mean values of R2 generally tend to increase
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when higher slug volumes (from 70 to 90 mL) are involved. Regarding the use of different porous
media, the model layout I furnishes the highest values of R2, followed by the model layouts IV, III and
II. Moreover, we notice that the adopted smoothing approaches give higher values of R2 compared to
the use of raw h.

Table 3. Correlation coefficients R2 vs. slug volumes V (mL), raw data and FT, Mexh and Morl
smoothing methods for model layout I, II, III and IV.

R2

V (mL) 30 40 50 60 70 80 90

Model
layout

I Smoothing technique

raw 0.519 0.672 0.841 0.907 0.925 0.915 0.912
FT 0.970 0.972 0.977 0.986 0.988 0.982 0.987

Mexh 0.977 0.978 0.980 0.988 0.990 0.984 0.989
Morl 0.968 0.973 0.977 0.985 0.988 0.980 0.990

II Smoothing technique

raw - - 0.744 0.696 0.751 0.732 0.750
FT - - 0.790 0.794 0.832 0.790 0.821

Mexh - - 0.821 0.833 0.842 0.839 0.841
Morl - - 0.250 0.315 0.364 0.520 0.558

III Smoothing technique

raw 0.502 0.604 0.537 0.803 0.847 0.835 0.910
FT 0.962 0.946 0.964 0.953 0.948 0.946 0.973

Mexh 0.971 0.958 0.966 0.955 0.948 0.948 0.977
Morl 0.796 0.766 0.813 0.766 0.758 0.718 0.803

IV Smoothing technique

raw 0.582 0.613 0.698 0.766 0.765 0.833 0.776
FT 0.961 0.953 0.989 0.991 0.989 0.988 0.980

Mexh 0.977 0.961 0.992 0.992 0.993 0.994 0.981
Morl 0.852 0.817 0.867 0.869 0.873 0.852 0.857

Among the used smoothing techniques and apart from one case (model layout I with V = 90
mL), Table 3 highlights that the Mexh wavelet furnishes the highest R2, followed respectively by FT
and Morl. The obtained results are consistent with the findings made by Aristodemo et al. [18] in
which the involved time variation of h is represented by an unsteady flow and better resembles the
shape of the Mexican hat wavelet (see Figure 3a). Indeed, FT is based on periodic signals and, then,
for phenomena that do not change in time, while the Morl wavelet is related to the occurrence of
spurious “Gibbs-like” phenomena when rapid changes of hydraulic head appear in the time variation
of h (e.g., [33]). The superiority of the Mexh wavelet compared to Morl one was also underlined for
other unsteady flow processes such as the impact of solitary waves on submerged circular cylinders [48]
and for sloshing processes in water tanks [33].

For the other analyzed statistical parameter, i.e., se, Table 4 shows their values as a function of
V and the raw and smoothing data adopting the model layouts I, II, III and IV. The resulting values
of se prove to be quite in agreement with those determined for R2 (see Table 3). Apart from some
cases where Morl is superior to the smoothing methods (i.e., one case for layout II and two cases for
layout IV), the lowest values of se are linked to the use of Mexh to filter the initial raw time series
of h, followed by smoothed FT and Morl data and raw ones, respectively. Regarding the different
porous media involved in the experimental campaign, it is possible to notice that lowest se are related
to the model layout III. Moreover, for layout I the lowest se refers to V = 70 mL, for layout II to 50 mL,
for layout III to 40 mL and for layout IV to 80 mL. In addition, a not well-defined trend is observed as a
function of V and the lowest se are linked to 30 and 50 mL. On the basis of the results deduced from
the statistical analyses on R2 and se, the application of a Mexican hat wavelet to filter the raw time
variation of h leads to the best results in terms of R2 (highest values) and se (lowest values).
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Table 4. Relative error se (m) vs. slug volumes V (mL), raw data and FT, Mexh and Morl smoothing methods for model layout I, II, III and IV.

se (m)

V (mL) 30 40 50 60 70 80 90

Model
layout

I
Smoothing
technique

raw 1.11 × 10−4 1.14 × 10−4 9.67 × 10−5 7.71 × 10−5 7.58 × 10−5 9.65 × 10−5 1.09 × 10−4

FT 1.80 × 10−5 2.4 × 10−5 3.20 × 10−5 2.30 × 10−5 2.37 × 10−5 3.56 × 10−5 3.36 × 10−5

Mexh 1.56 × 10−5 2.10 × 10−5 2.96 × 10−5 2.11 × 10−5 2.18 × 10−5 3.28 × 10−5 3.04 × 10−5

Morl 1.86 × 10−5 2.52 × 10−5 3.26 × 10−5 2.40 × 10−5 2.37 × 10−5 3.69 × 10−5 3.09 × 10−5

II
Smoothing
technique

raw — — 1.09 × 10−4 1.51 × 10−4 1.23 × 10−4 1.89 × 10−4 1.74 × 10−4

FT — — 8.58 × 10−5 1.14 × 10−4 1.09 × 10−4 1.57 × 10−4 1.34 × 10−4

Mexh — — 7.90 × 10−5 9.99 × 10−5 9.70 × 10−5 1.29 × 10−4 1.20 × 10−4

Morl — — 1.37 × 10−4 1.52 × 10−4 1.55 × 10−4 2.00 × 10−4 1.72 × 10−4

III
Smoothing
technique

raw 4.96 × 10−5 5.19 × 10−5 6.07 × 10−5 4.89 × 10−5 4.62 × 10−5 5.37 × 10−5 5.28 × 10−5

FT 5.07 × 10−5 1.15 × 10−5 1.39 × 10−5 1.49 × 10−5 1.74 × 10−5 1.92 × 10−5 2.21 × 10−5

Mexh 8.25 × 10−6 1.03 × 10−5 1.22 × 10−5 1.45 × 10−5 1.72 × 10−5 1.86 × 10−5 2.03 × 10−5

Morl 1.99 × 10−5 2.48 × 10−5 2.95 × 10−5 3.50 × 10−5 4.15 × 10−5 4.64 × 10−5 5.76 × 10−5

IV
Smoothing
technique

raw 4.97 × 10−5 2.48 × 10−5 4.99 × 10−5 5.00 × 10−5 5.48 × 10−5 5.18 × 10−5 1.43 × 10−5

FT 4.62 × 10−5 2.48 × 10−5 7.22 × 10−5 8.74 × 10−5 1.01 × 10−4 1.19 × 10−5 1.20 × 10−5

Mexh 5.97 × 10−6 2.48 × 10−5 5.98 × 10−6 8.59 × 10−5 9.78 × 10−5 8.22 × 10−6 1.47 × 10−5

Morl 1.69 × 10−5 2.48 × 10−5 2.46 × 10−5 3.00 × 10−5 3.46 × 10−5 3.84 × 10−5 4.28 × 10−5
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For the representative case related to the model layout III and for V = 90 mL, Figure 5 describes
the wavelet coefficients, Ψ, given by the use of the Mexican hat wavelet. The values of Ψ are linked
to the energy contributions appearing in the time-frequency domain of the raw hydraulic heads.
To highlight the operation of smoothing of the high-frequency disturbance in the raw time variation of
h, the horizontal dashed black line in the wavelet plane represents the cut-off frequency, fc. The peak
frequencies, fp, linked to the maximum values of Ψ for each frequency f, are overlapped on the wavelet
coefficients in Figure 5 and plotted through white dots. As it is possible to notice, high positive
wavelet coefficients mean high correlation between the raw values of h and the wavelet function for a
certain value of f. On the other hand, high negative values of Ψ mean that the hydraulic head data
are negatively correlated with the wavelet. In other words, the input signal and the wavelet result
in anti-phase.Water 2019, 11, x 12 of 18 
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Coefficients close to 0 occur when there is a slight correlation between the wavelet and the signal,
meaning that the signal contains a very low energy at the corresponding frequency. This is the case of
the appearing of high-frequency disturbance, as shown in Figure 5 for f > fc.

Figure 6 describes the features of the smoothed h given by the application of the Mexh wavelet.
The analysis is carried out by plotting the wavelet coefficients corresponding to the mean energy and
the mean frequency oscillations around Cooper’s solution. Specifically, Figure 6a highlights the ratio
Ψmax,m,h/Ψmax,h, where Ψmax,m,h is the mean value of maximum wavelet coefficients on h and Ψmax,h is
the maximum value among the maximum wavelet coefficients on h. The above ratio oscillates from
about 0.4 to 1 that correspond to 30 and 90 mL, respectively. It can be observed that higher ratios are
related to higher V and to model layouts I and II. Larger differences on model layouts are linked to
intermediate slug volumes, i.e., 50 < V < 70 mL. Figure 6b highlights the features of the mean peak
frequency, fpm,h, vs. V and model layouts. The variation of the values of fpm,h over V shows a small
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decrease and appears in a frequency band ranging from approximately 0.024 to 0.038 Hz. The above
frequency range is related to the appearance of long oscillations around the theoretical curve of Cooper
et al. [9] with corresponding wave periods varying between approximately 26 and 42 s. It is interesting
to notice that the mean peak frequencies associated to the different model layouts show a specific trend.
In particular, from model layout I to IV the frequency oscillation tends to increase. Indeed, for model
layout I a unique great oscillation occurs for the time interval of the involved slug tests. Conversely,
about two oscillations appear for model layout IV.Water 2019, 11, x 13 of 18 
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4.2. Evaluation of Hydraulic Conductivity

Table 5 shows the values of k deduced from the method of Cooper et al. [9] using the Equation (1)
and verifying the achievement of the initial and boundary conditions by checking hydraulic heads
in observation wells. For all slug volumes V and for the model layouts I, II, III and IV, the results
obtained are linked to the use of raw and smoothed (FT, Mexh and Morl) values of h. By inspecting the
resulting values of k over the slug volumes, a general small variation of the hydraulic conductivity for
each model layout can be noticed. Compared to other experiments reported in the literature [1,19],
this aspect leads to good acquired data quality, particularly for the smoothed h. For model layout
I, an increase of k proportionally to V can be observed, while this trend was not noticed for other
model layouts. Regarding the feature of k related to the adopted model layouts, an increase of the
hydraulic conductivity is evident from model layout I to model layout IV and occurs both for raw and
for smoothed values of h.
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Table 5. Hydraulic conductivities k (m/s) vs. slug volumes V (mL), raw data and FT, Mexh and Morl smoothing methods for model layout I, II, III and IV.

k (m/s)

Smoothing
Technique

Model Layout V (mL)

30 40 50 60 70 80 90

Raw data

I 7.16 × 10−5 7.74 × 10−5 4.88 × 10−5 1.06 × 10−4 8.47 × 10−5 1.44 × 10−4 1.50 × 10−4

II - - 3.71 × 10−4 6.80 × 10−4 6.28 × 10−4 3.96 × 10−4 2.73 × 10−4

III 6.20 × 10−4 6.47 × 10−4 6.82 × 10−4 8.04 × 10−4 6.81 × 10−4 6.92 × 10−4 7.27 × 10−4

IV 1.05 × 10−3 1.01 × 10−3 1.98 × 10−3 1.74 × 10−3 1.23 × 10−3 1.72 × 10−3 1.44 × 10−3

Fourier
Transform

I 1.84 × 10−4 3.21 × 10−4 1.66 × 10−4 2.38 × 10−4 3.04 × 10−4 2.35 × 10−4 2.42 × 10−4

II - - 2.66 × 10−4 4.16 × 10−4 4.08 × 10−4 4.02 × 10−4 3.15 × 10−4

III 6.41 × 10−4 7.36 × 10−4 6.62 × 10−4 6.75 × 10−4 7.84 × 10−4 6.73 × 10−4 7.45 × 10−4

IV 1.17 × 10−3 9.50 × 10−4 1.14 × 10−3 1.13 × 10−3 1.16 × 10−3 1.42 × 10−3 1.31 × 10−3

Mexican hat
Wavelet

I 2.15 × 10−4 2.96 × 10−4 1.15 × 10−4 2.79 × 10−4 3.13 × 10−4 2.38 × 10−4 2.88 × 10−4

II - - 2.36 × 10−4 2.60 × 10−4 3.61 × 10−4 2.98 × 10−4 3.10 × 10−4

III 7.49 × 10−4 6.67 × 10−4 7.15 × 10−4 8.14 × 10−4 7.53 × 10−4 7.36 × 10−4 7.86 × 10−4

IV 1.07 × 10−3 1.02 × 10−3 1.09 × 10−3 1.30 × 10−3 1.31 × 10−3 1.31 × 10−3 1.34 × 10−3

Morlet Wavelet

I 1.89 × 10−4 3.48 × 10−4 1.79 × 10−4 2.44 × 10−4 3.16 × 10−4 2.40 × 10−4 2.78 × 10−4

II - - 4.44 × 10−4 5.14 × 10−4 4.06 × 10−4 5.47 × 10−4 5.42 × 10−4

III 7.52 × 10−4 8.30 × 10−4 8.40 × 10−4 1.08 × 10−3 1.00 × 10−3 7.69 × 10−4 8.19 × 10−4

IV 8.15 × 10−4 7.64 × 10−4 1.13 × 10−3 1.30 × 10−3 1.36 × 10−3 1.44 × 10−3 1.56 × 10−3
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To analyze the tendency of k using the raw and smoothed data sets, Figure 7 describes the relative
error, se, with respect to the mean value of hydraulic conductivity, km. For all model layouts, it is
possible to notice that the values of k deduced from the smoothed h with the Mexican hat wavelet give
the lowest values of se. Specifically, using Mexh the values of se range from 0.08 × 10−4 m to 0.5 × 10−4

m, with the lowest values and less variability associated with the model layout I. The results obtained
are consistent with that determined in Section 4.1 on the statistical analyses on the hydraulic heads.
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5. Conclusions

An experimental investigation at laboratory scale executed on a 3D physical model was carried
out to study the hydraulic response of an aquifer by means of slug tests. During the experimental
campaign, four different kinds of porous media characterizing the saturated layer of the aquifer were
considered. In order to give useful information on the characteristics of the aquifer, a smoothing
analysis of the recorder raw hydraulic heads was performed. Specifically, methods working in
frequency and time-frequency domains such as Fourier and wavelet transforms were applied to
eliminate the unwanted high-frequency disturbances in the time variation of h. Limits and capabilities
of the involved smoothing approaches were inspected by comparing the obtained smoothed h with the
reference Cooper’s solution. By changing the injected slug volume and the porous medium of the
aquifer, it was observed, along the lines of the previous work by Aristodemo et al. [18], that the Mexh
wavelet is superior to the other methods (FT and Morl wavelet) for the analyzed statistical parameters,
i.e., correlation coefficient and relative error. The above finding proves to be consistent with the form
of the time variation of hydraulic head which is similar to the mother wavelet Mexican hat compared
to the other forms. Energy contents and frequency oscillations derived by the use of the Mexh wavelet
were investigated, showing that the energy contents generally tend to increase when the slug volume
increases and the peak frequency tends to increase from model layout I to IV. This means that a unique
oscillation occurs in the time interval of the variation of h for model layout I involved, while about two
wave periods occurs when model layout IV is adopted. The raw and smoothed data sets were used to
determine the hydraulic conductivity of the porous media constituting the aquifer. The Mexh wavelet
leads to more stable values of k if compared with the other smoothing approaches.

This work highlights that a careful smoothing analysis is certainly very useful when the data sets
obtained by slug tests are very large. Useful indications are given on the most appropriate smoothing
method to be used.

It is certain that the results obtained with the present experimental study remain valid for
laboratory conditions and cannot be extended to field conditions without the appropriate checks.
Therefore, an increase in field investigations is considered necessary to verify the possibility to extend
to larger scales than the laboratory the validity of the results obtained in the present study.
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