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#### Abstract

High-precision and efficiently distributed discrete element models for water environment simulation are urgently needed in large-scale river network areas, but most distributed discrete element models are serially computed and need performance improving. Parallel computing and other common methods for models' high performance have large labor costs and are complicated. We put forward a new mesh reduced method for promoting computational efficiency with grid re-organization according to the structure and algorithm characteristics of 2D and 3D numerical models. This simple and cheap method was adapted to a classical three-dimensional hydrodynamic and sediment model (ECOMSED) for model improvement and effective evaluation. Six schemes with different grids were made to investigate the performance of this method in the river network area of the Three Gorges Reservoir Basin. It showed good characteristics of simulation performance and model speed-up. We concluded that the method is viable and efficient for optimizing distributed discrete element models.
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## 1. Introduction

Distributed discrete element models are important and widely used tools for water environment simulation, such as water quality assessing and forecasting, water conservancy project designing, planning and estimating, etc. [1,2]. Among which, the numerical simulation of water flow and water quality has been widely utilized. Water quantity and quality models have made outstanding contributions to water environment analysis, assessment, and prediction [3-5]. Grid making and numerical discretization are two important and basic technologies in numerical simulation. The finite element method (FEM), the finite difference method (FDM), and the finite volume method (FVM) are typically mature numerical discretization methods and have been applied in fields of computational fluid dynamics, distributed numerical simulation, etc. Grid making is the precondition and the greatest labor-consuming and time-costing work of numerical simulation. It is common that over $60 \%$ of the time and manpower are consumed by grid generation in a simulation [6,7]. The quality of grids tremendously affects the accuracy and efficiency of simulations.

Structured grids, unstructured grids, and hybrid grids are three basic types of grids used in numerical simulations. Structured grids are the earliest type of grids, which have a well-aligned structure and explicit adjacency relations. Unstructured grids are more easily created and have better
adaptability to areas with complicated boundaries, while, numerical simulations with structured grids have faster speed, better property of convergence, and more accurate results [8,9]. Structured grids are still the first choice of engineers and researchers for numerical simulations. Many numerical models have adopted structured grids, including the Delft3D [10], the Princeton Ocean Model [11], the ECOMSED [12], and the EFDC [13], just to name a few. In these models, structured grids are identified by a two-dimensional identifier ( $i, j$ ) or three dimensional identifier $(i, j, z)$. The simulation zone is determined by $I M$ (the number of grids in the $i$ direction) and $J M$ (the number of grids in the $j$ direction). The $I M \times J M$ is used to determine the total amount of grids. Commonly, in the river, the $I M$ is set much bigger than the $J M$ in the simulation for single-channel, as the river length is much greater than the river width. The basin scale water problems and management requirement desperately need large scale and high precision numerical simulation. Moreover, in the lake, sea, and other river network areas, the $I M$ and $J M$ may both be set to a huge number, which lead to a greater number of total grids $(I M \times J M)$ and result in low computing efficiency [14]. With $I M \times J M$ for grid numbering, many dry cells will be put into computing. Removing dry cells from the computation has been done by many researchers, such as conformal boundary-fitted mesh generation method [15] and dry cell removing method in TELEMAC-2D [16]. Although, for many existing models, these methods are expensive to adapt for model improvement. At the same time, to overcome speed problems of FEM and FVM models, many model scholars tried parallel computing, block-grid computing, and graphics processing unit (GPU) computing for improving the efficiency of numerical simulation [17-19]. Especially for large-scale water areas, high-performance computational methods are indispensable for the numerical simulation. But it requires heavy work to rewrite codes and build the computing environment during the improvement of existing models with high performance computing. On the other hand, unforeseen mistakes and errors caused by the model improved methods may highly affect the precision of models. For river net, not all of grids in the zone $I M \times J M$ are in wet grids. Setting $I M$ $\times J M$ as computing zones will increase computational cost and prolong computing time compared with that only wet grids been set as computing elements [20]. This drawback has not been reported in prior studies. A straightforward method aiming at improving grid structures and identifying schemes is more appropriate.

To improve the multi-dimensional discrete element models in large scale river network, a mesh reduced method was put forward. In this method, the two dimensional identifier $(i, j)$ of structured grids is converted into one dimensional identifier ( $i j$ ); the computing zone $I M \times J M$ was changed into $I J M$; and grids out of water (dry meshes) were removed from the computing zone $I J M$. Unlike high-performance computing methods with a giant workload for manual code improvement, codes could be automatically improved from two dimensional identifiers $(i, j)$ to one dimensional identifier (ij). The method was implemented to improve the three dimensional hydrodynamic and sediment model named-ECOMSED and tested in the river network of the Three Gorges Reservoir Basin.

## 2. Model Settings and Framework

### 2.1. Structured Grids Settings for Models

The finite volume, finite element, and finite difference method are three basic numerical algorithms for computer numerical simulation. Structured and unstructured grids are two primary modes for calculating elements creating of finite difference method. The method, put forward in this paper, is made for structured grid-based models with finite difference method. There are many software platforms, such as the RGFGRID of Delft3D software suite [21], Gambit of Fluent [22], and the mesh tool Turbogird in ANSYS [23] that can generate structured grids, which use the two dimensional identifier $(i, j)$ or three dimensional identifier $(i, j, z)$ in the Cartesian coordinate system to distinguish grids from one another. Commonly, $i$ is the grid number index of grids in the direction along the water flow ( $u$ direction or $\xi_{1}$ direction), $j$ is the grid number index of grids in the direction perpendicular to the $i$ direction ( $v$ direction or $\xi_{2}$ direction), and $z$ is the index of grids in the vertical direction. With
the identifier $(i, j)$, the spatial topology relationship between grids will be determined conveniently as shown in Figure 1.


Figure 1. Structured grids identification and calculation in grids.
For non-steady flow and water quality numerical simulations, the water level, flow velocity, pollutants concentration, water temperature, elevation, etc., are defined as grids parameters. Generally, different quantities or parameters are defined and calculated at the different locations in the numerical grid as shown in Figure 1. No matter where the parameters were defined, to calculate grids parameters, the finite differential continuity equation and momentum equation should be used and be solved iteratively. The different dimensional Saint-Venant equations [24] and Navier-Stokes equations [25] are most widely used for flow simulation. To solve these partial differential equations, they should be transformed to the discrete space [26] and solved with different algorithms, such as central difference algorithms, upwind difference algorithms, simple algorithms, etc.

### 2.2. Problems of Models with Structure Grids Used in River Network Areas

The equations in water environment models are almost solved cyclically using the finite difference method, in which the continuous solution domain will be replaced by finite grid nodes. To ensure discretized equations on every grid solved, at least two-stage looping statement about $i$ and $j$ should be used to calculate parameters. The structure of the looping statement in Fortran is as following:

$$
\begin{gathered}
\text { Do } i=1, I M \\
\text { Do } j=1, J M \\
\ldots \\
\text { End Do } \\
\text { End Do }
\end{gathered}
$$

As shown in Equation (1), the computational speed and efficiency of equation solving are dramatically affected by the computing zone $I M \times J M$. In river network areas, the crisscrossed river network makes it a challenge for numerical simulation with finer structured grids. If the main stream and tributaries are long distance, both the $I M$ and $J M$ should be set as huge number, which leads to a huge $I M \times J M$, as shown in Figure 2. On the other hand, because of the special structure and numbering, a lot of grids covering land areas (dry grids) are useless for modeling (as shown in Figure 2). But in the Equation (1), these dry grids will be put into loop and computation. Some methods set these grids a special sign as not computing grids, but the structure of the loop and model computational efficiency could not been changed.


Figure 2. Two dimensional regular grids in river networks. (Grids in grey color are dry grids in the land, grids in blue color are wet grids in rivers).

Generally, the longer the main stream and tributaries, the less proportion of useful grids (i.e., wet grids) in rivers. As useless grids are also calculated in the loop, it takes up a lot of unnecessary computation time and reduces the model's efficiency. Actually, except for the dry useless grids, the number of wet grids in the river network area is not so big, because the tributaries are narrow in a general case.

### 2.3. Framework of the Mesh Reduced Method

To remove useless grids in the computational domain, a mesh reduced method has been put forward. In this method, the two-dimensional identifier $(i, j)$ in the horizontal direction for Cartesian co-ordinate system to distinguish grids from one another is changed to a one-dimensional identifier $(i j)$. Principles of the mesh reduced method are: (1) the dry grids should be removed as much as possible; (2) the neighboring relations among grids should not be changed and should be recognizable; (3) the one dimensional grids should be available for moving boundary simulation. According to these principles, the framework of the mesh reduced method contains three steps with three processes, as shown in Figure 3.

Firstly, the boundary of the river network should be extracted. In the river basin, there is an absolute land boundary ( $A L B$ ) over which water can never spill [27]. Comparing the elevation ( $z b$ ) from digital elevation model (DEM) of the river basin with the highest water level (hel) on records of all raster points, the $A L B$, where $z b \approx h e l$, can be completely made. Sometimes, the river levee can be treated as an ALB.

Secondly, grids generation: According to the ALB, the original grids can be made by the two-dimensional regular grid generating tools. Attribute parameters of grids are set including $i$, $j, x, y$, and $z b$. During the generation of grids, with the control of ALB, only wet grids can be made, but the identifier of dry grids also exists along with the river network grid drawing and numbering. A two-dimensional mask, $F S M(i, j)$, is used as $F S M(i, j)=1$ at water cells (waterward of the ALB, wet grids, $z b \leq h e l$ ) and $F S M(i, j)=0$ on land cells (landward side of the ALB, virtual dry grids with only $i$ and $j$, the other attributes, $x, y$, and $z b$ are not assigned).

Thirdly, there are three steps during one-dimensional process.


Figure 3. Framework for regular grids one-dimensioned. The ALB is absolute land boundary, over which water can never spill. The FSM is a two-dimensional mask for distinguishing water cells $(F S M(i, j)=1)$ and dry cells $(F S M(i, j)=0)$.
(1) Attribute parameters re-setup: To make the grids one-dimensioned, the two-dimensional identifier $(i, j)$ is changed to a one-dimensional identifier $(i j)$. The original attributes parameters $x, y$ and $z b$ are retained. To determine the neighboring relationship of grids, the six attributes parameters $i 0, j 0, i j 1, i j 2, i j 3$, and $i j 4$ are added. Where, $i 0$ is the $i$ of the original grid; $j 0$ is the $j$ of the original grid; $i j 1, i j 2, i j 3, i j 4$ are the one-dimensional number ID of neighbored grids in four directions (Figure 4).


Figure 4. Neighboring relationship between $i j$ with $i j 1, i j 2, i j 3$, and $i j 4$.
(2) Grids renumbering with an identifier (ij): Set the value (ij) of all grids to zero and the amount of all renumbered grids $I J M$ to zero. Scan grids from $(1,1)$ to $(I M, J M)$ in the two-lever looping statement as shown in Equation (1). If the current scanning grid $F S M(i, j)=1$, then $I J M=I J M+1$ and the value $(i j)$
of the grid is set equal to the current $I J M$. The attributes parameters of the grid $I J M$ are the same as $(i, j)$. Renumbering statements codes in Fortran are as following.

$$
\begin{align*}
& I J M=0 \\
& D o \quad i=1, I M \\
& D o j=1, J M \\
& I F(F S M(I, j)=0) \text { THEN } \\
& I J M=I J M+1 \\
& x(I J M)=x(i, j) \\
& y(I J M)=y(i, j)  \tag{2}\\
& z b(I J M)=z b(i, j) \\
& i 0(I J M)=i \\
& j 0(I J M)=j \\
& \text { End if } \\
& \text { End Do } \\
& \text { End Do }
\end{align*}
$$

(3) Re-determining spatial relationship: In the two-dimensional grids, the number $i$ and $j$ can be used for neighboring relations judging. As shown in Figure $4, i j 1$ to $i j$ is similar to $(i-1, j)$ to grid $(i, j) ; i j 2$ to ij is similar to $(i+1, j)$ to grid $(i, j), i j 3$ to $i j$ is similar to $(i, j-1)$ to $\operatorname{grid}(i, j)$ and $i j 4$ to $i j$ is similar to $(i, j+1)$ to $\operatorname{grid}(i, j)$.

To obtain the values of $i j 1, i j 2, i j 3$, and $i j 4$, statements codes in Fortran can be written as statement Equation (3) after the statement Equation (2).

```
Do \(i j=1, I J M\)
    \(i=i 0(i j)\)
    \(j=j 0(i j)\)
Do \(k=1, I J M\)
    if \((i-1>0)\) then
    if(i-1.eq.i0(k).and.j.eq.j0(k))then
        \(i j 1(i j)=k\)
        end if
        end if
        if \((i+1<I M)\) then
        \(i f(i+1 . e q . i 0(k)\).and.j.eq. \(j 0(k))\) then
            \(i j 2(i j)=k\)
            end if
            end if
            if( \(j-1>0)\) then
            if(i.eq.i0(k).and.j-1.eq.j0(k))then
                    \(i j 3(i j)=k\)
            end if
            end if
        if \((j+1<J M)\) then
            if(i.eq. \(i 0(k) . a n d . j+1 . e q . j 0(k))\) then
                    \(i j 4(i j)=k\)
            end if
            end if
            End Do
    End Do
```

With this mesh reduced method, the useless dry grids were removed and the amount of grids fells from $I M \times J M$ to $I J M$.

## 3. Results and Discussion

### 3.1. The Improvement of ECOMSED

The ECOMSED is a state-of-the-art three-dimensional hydrodynamic and sediment model, which was developed for shallow water environments-rivers, bays, estuaries-and the coastal ocean, reservoir, and lake simulation. The ECOMSED contains five modules: hydrodynamic module, sediment transport module, wind induced wave module, heat flux module, and particle tracking module, which have functions for water levels, currents, temperature, salinity, tracers, cohesive and non-cohesive sediments, and waves simulation [12]. Recently, the ECOMSED system has been extensively used around the world and proven to be quite robust and reliable over the year [28,29]. The ECOMSED is used with a sigma coordinate system, which is with regular grids in orthogonal Cartesian coordinates in horizontal direction and sigma levels in the vertical direction.

In the grid file named model_grid used in ECOMSED and its source codes with Fortran language, the $i$ and $j$ are used for expressing the number index of grid element in the $\xi_{1}$ and $\xi_{2}$ direction; $I M$ and $J M$ are the outer limits of $i$ and $j ; H$ is the water depth; $F S M$ is the mask for scalar variables, $F S M(i, j)=0$ $(H(i, j) \leq 0)$ means the grid $(i, j)$ is in the land area; $F S M(i, j)=1(H(i, j)>0)$ means the grid $(i, j)$ is in the water area.

To improve the ECOMSED, $i, j$ were replaced by $i j$, and the outer limits of grids were changed to the IJM. On the basis of retaining the original parameters of model_grid, ij1, ij2, ij3, and $i j 4$ were added into the grid file. Two-level looping statements similar to statement (1) \{do $i=1, J M ; d o j=1, J M \ldots\}$ in the models were replaced by the one-lever looping statement $\{d o i j=1, I J M\}$. Additionally, the $(i-1, j)$, $(i+1, j)$, etc., were also replaced by $i j 1, i j 2$ and so on, as shown in Table 1. Thus, the model codes were improved by batch replacing (Table 1).

Table 1. Variables and statements are being replaced in models before and after being one-dimensioned (Fortran language).

| Original Variables | Replaced Variables |
| :---: | :---: |
| do $i=1, I M \quad$ do $j=1, J M$ | do $i j=1, I J M$ |
| do $j=1, J M$ or do $i=1, I M$ | $(i j)$ |
| $i, j$ | $i j 1(i j)$ |
| $i-1, j$ | $i j 2(i j)$ |
| $i+1, j$ | $i j 3(i j)$ |
| $i, j-1$ | $i j 4(i j)$ |
| $i, j+1$ | $i j 1(i j 1(i j))$ |
| $i-2, j$ | $i j 2(i j 2(i j))$ |
| $i+2, j$ | $\cdots$ |
| $\cdots$ |  |

### 3.2. Application Areas and Model Setup

The Three Gorges Reservoir Basin (TGRB) is the largest reservoir basin in China, which covers an area of 670 square kilometers with hundreds of rivers [30]. The Yangtze River is the main stream of the TGRB, which is 660 km long, and has a 2 km average width from Jiangjin District, Chongqing Municipality to the Three Gorges Reservoir Dam in Yichang City, Hubei Province. There are 26 wide and long tributaries. Recently, along with the development of the Yangtze River Economic Zone and the implementation of the Action Plan for the Prevention and Control of Water Pollution in China, the basin scale accurate simulation of water quantity and quality has been a national demand and urgent need. As part of the Yangtze River ( 73 km ), the Pengxi River ( 28 km ), and Zhuxi River ( 8 km ) in the middle of the TGRB were selected as a river network for the mesh reduced method testing with

ECOMSED, as shown in Figure 5. The model time step placed to 10 seconds and the three modeling schemes with simulation times 1 day, 10 days, and 30 days were made.


Figure 5. Geographic location and river network selected in the Three Gorges Reservoir Basin.

### 3.3. Grid Making and Grids One-Dimensioned

The precision of grids is made around 100 meters by Delft3D as shown in Figure 6. In the original two dimensional grids, the number of $I M$ is 1064 , the number of $J M$ is $232 ; I M \times J M$ is 246,848 .

After grids were one-dimensioned, the total amount of grids (IJM) as 26,069. Compared to the original grids, the grid reduction rate was $89.44 \%$. In this case, the reduction rate of grids increased with the selected rivers lengthening.


Figure 6. The structure of original two-dimensional grids made by the software Delft3D.

### 3.4. Accuracy Verification

The relative errors of the results with flow velocity (in both $u$ and $v$ directions), water level, and sediment concentration of between the original ECOMSED model and the one-dimensioned model are shown in Table 2.

Table 2. Relative errors of the results between two models.

| Contents | Relative Errors |
| :---: | :---: |
| flow velocity in u direction | $0.002 \%$ |
| flow velocity in v direction | $0.001 \%$ |
| water level | $0.000 \%$ |
| sediment concentration | $0.006 \%$ |

The Table 2 shows that relative errors between the original ECOMSED model and the one-dimensioned model are almost $0 \%$. It is proved that the mesh reduced method will not change the results of the model significantly and will retain the accuracy of the original models.

While, as shown in Table 2, the relative errors were not all equal to zero, which means that, some steps (or factors) in the mesh reduced method will influence the original model. A simple sensitivity analysis was made to assess factors affecting model accuracy. Results showed that the definition of ALB, $I J M$ and spatial relationship identifiers ( $i j 1, i j 2, i j 3$, and $i j 4$ ) were sensitivity factors. To avoid the processes of reduced mesh affecting model accuracy, the following principles should be attended.
(1) The girds of ALB should be dry grids, which are close to wet grids.
(2) Grids removed from the original computing zone $(I M \times J M)$ should be dry girds, where water can never cover in the real world.
(3) The spatial relationship of all wet girds should be absolutely the same as in the original model.

If these principles are not enforced strictly during grid reduction, the water volume of all grids and the flow field of the river net will be changed. This will bring large and unpredictable errors of one-dimensioned models compared with the original model.

### 3.5. Improvement of Computational Efficiency

The actual run time of a model is dependent on the number of active grid points, the simulation time, and the time steps. The simulation performance (sip) and model speed-up ( $S_{p}$ ) are used to evaluate the model efficiency.

The sip is defined as:

$$
\begin{equation*}
\text { sip }=\frac{\text { CPU time }}{N \cdot I M \cdot J M \cdot L_{\max }} \tag{4}
\end{equation*}
$$

where $N$ is the number of steps; $I M$ is the number of grids in i direction; $J M$ is the number of grids in $j$ direction; $L_{\max }$ is the number of layers in z direction; the CPU time is time taken for a whole simulation containing the processor time and $I / O$ time.

The $S_{p}$ is defined as:

$$
\begin{equation*}
S p=p_{2 d} / p_{1 d} \tag{5}
\end{equation*}
$$

where $p_{1 d}$ is the CPU time of a model with one-dimensioned grids (1DG), $p_{2 d}$ is the CPU time of a model with two-dimensional grids (2DG).

The ECOMSED, with four sigma layers, was used for computational efficiency testing. Based on the original grids, the "derefine tool" in Delft3D was used for grids coarsening. Six schemes with different $I M$ and $J M$ were made for computational efficiency testing, as shown in Table 3.

Table 3. Six schemes of grids used for computational efficiency testing.

| Schemes | IM | JM | IM $\times$ JM | Schemes | IJM | Grids Reduction Rate |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Scheme 1 | 1064 | 232 | 246,848 | Scheme 1 | 26,069 | $89.44 \%$ |
| Scheme 2 | 532 | 232 | 123,424 | Scheme 2 $2^{\prime}$ | 13,115 | $89.37 \%$ |
| Scheme 3 | 532 | 116 | 61712 | Scheme 3 $^{\prime}$ | 6492 | $89.48 \%$ |

In Scheme 1, the number of grids is 246,848 . After being one-dimensioned, $89.44 \%$ of grids were reduced. In the Scheme 2 and 3, original grids were defined in the $i$ and $j$ direction, respectively. The reduction rate of Scheme 2 and 3 were $89.37 \%$ and $89.48 \%$. This stated that the mesh reduced method can cut down more than half of the grids. It is intuitively plausible that one-dimensioned grids could double the computational efficiency.

To further assess the optimization effect, the original and improved ECOMSED were used for a 30-day hydrodynamics simulation with six schemes with different numbers of grids. In the 30-day simulation schemes, the central processing unit (CPU) time taken for every 500 steps is shown in Figure 7.


Figure 7. The central processing unit (CPU) time taken for every 500 steps in the 30-day simulation schemes.

With mesh reduced method, the CPU time needed in the computation was tremendously decreased. The CPU time reduction rate increased while the grid was refined. Results of $\operatorname{sip}$ and $S p$ in the six modeling schemes are shown in Table 4.

Table 4. Results of $s i p$ and $S p$ in modeling schemes with the three simulation times.

| Efficiency Index | Schemes | 1 day | 10 days | 20 days | 30 days |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Scheme 1 | 1.11 | 1.22 | 1.22 | 1.22 |
|  | Scheme 2 | 1.13 | 1.25 | 1.26 | 1.26 |
| Sip | Scheme 3 | 1.03 | 1.14 | 1.14 | 1.14 |
| $\left(10^{5}\right)$ | Scheme 1' | 0.90 | 0.88 | 0.93 | 0.95 |
|  | Scheme 2' | 0.91 | 0.87 | 0.88 | 0.90 |
|  | Scheme 3' | 0.87 | 0.88 | 0.84 | 0.83 |
|  | Scheme 1'-1 | 16.26 | 14.62 | 14.90 | 15.09 |
| Sp | Scheme 2'-2 | 15.91 | 14.10 | 14.08 | 14.23 |
|  | Scheme 3'-3 | 17.05 | 15.58 | 15.20 | 15.07 |

The simulation performance (Sip) is defined as the CPU time per grid point per time step per constituent. The Sip of Scheme 1 was $1.1 \mathrm{E} \times 10^{5}$ on day 1 of the simulation and increased to $1.22 \times 10^{5}$ at 10 days, then maintained. The average reduction rate of Sip was $23.17 \%$ as shown in Table 5. After being one-dimensioned, values of Sip obviously reduced. The Sip reduction rate of each scheme distributed between $22.96 \% \sim 27.15 \%$. The smaller of Sip, the better simulation performance and higher efficiency of the model [31]. The average value of Sip about Scheme 1 to Scheme 3 was $1.18 \times 10^{5}$. After being one-dimensioned, the average Sip of Scheme $1^{\prime}$ to Scheme $3^{\prime}$ decreased to $8.9 \times 10^{4}$ with a reduction rate of $24.6 \%$. Considering the CPU cost, it was considered that the mesh reduced method presented good optimization. For a lot of models, in a similar computing environment, the simulation performance was almost linear and connected with the amount of input/output [32]. Minimizing the output written to the result files, reducing the computing grids, and using a high-speed processor are convenient methods to improve the simulation performance.

Table 5. Reduction rates of Sip after being one-dimensioned.

| Schemes | 1 day | 10 days | 20 days | 30 days | Average |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Scheme 1'-1 | $18.92 \%$ | $27.87 \%$ | $23.77 \%$ | $22.13 \%$ | $23.17 \%$ |
| Scheme 2'-2 | $19.47 \%$ | $30.40 \%$ | $30.16 \%$ | $28.57 \%$ | $27.15 \%$ |
| Scheme 3' $3^{\prime}-3$ | $15.53 \%$ | $22.81 \%$ | $26.32 \%$ | $27.19 \%$ | $22.96 \%$ |

The speed-up is commonly used in the parallel computing for showing the efficiency of high-performance methods [33]. The speed-up ratio of Scheme 1'-1 was 18.92 when the simulation time was 1 day, which was increased to 27.87 and 23.77 with 10 days and 20 days in simulation time. The speed-up ratio of Scheme $2^{\prime}-2$ and Scheme $3^{\prime}-3$ had the same character with Scheme $1^{\prime}-1$. The speed-up ratio of simulation performance will be higher along with the simulation time. Overall, Table 3 presents a speed-up distributing $14.08 \% \sim 17.05 \%$ after grids were one-dimensioned, with an average speed-up of 15.17. The mesh reduced method can definitely speed up the simulation, but the speed-up rate fluctuated with the simulation time going on due to the unstable property of the hardware equipment. The speed-up ratio of the simulation performances also varied with grid number and shape of the river.

In recent years, large-scale environmental problems need highly effective and high-precision environmental assessment and prediction. However, for the established architecture and solution of differential equations, it is a considerable challenge to obtain high-precision results with fast speed in a large-scale river network simulation [34]. In order to increase efficiency of decentralized models, parallel computing methods are widely used. Adopting parallel computing, Kressler et al. [35] obtained a $70 \%$ reduction in reconstruction time with 40 processors. Multi-core-CPUs and GPUs are hot research topics for parallel computing. Efremenko et al. [36] achieved a $20-40 \times$ speed-up for the multi-stream reverse time migration (RTM) of GPUs. There is no denying that parallel computing could effectually improve the efficiency of finite element models or distributed models [37-39]. But parallel computing is labor intensive, error-prone, and tedious [40]. Compared with other methods for simulation efficiency improving, the mesh reduced method is simple but can get higher efficiency with $14-17 \times$ speed-up. Without huge codes for modification and the knowledge of high-performance computing, high speed-up can be achieved by mesh reduced method.

## 4. Conclusions

For large-scale river network areas, the original two-dimensional structural grids and their numbering method used in many hydrology and water quality models are not cost-benefit algorithms. Before adapting parallel computing methods, the structure and grids used in these models can be optimized. We put forward a mesh reduced method for structured grid-based multi-dimensional model optimization. In order to characterize the scheme, numerical tests were performed on a 3D hydrodynamic model with structured grids and finite difference method. The model modified was applied to a river network with three rivers of the Three Gorges Reservoir Basin (TGRB). Six schemes with different number of grids before and after being one-dimensioned were put into test. The method cut down on a large amount of grids-over $89 \%$. During the simulation of 30 days, results indicated that the mesh reduced method exhibited higher simulation performance and better speed-up during a large-scale river network hydrodynamic simulation. The method is simple and cheap (in manpower cost and CPU cost), and efficient if implemented wisely.

To achieve high-precision and high-efficiency models, many fruitful methods have been proposed. With one-dimensioned models, many structured grid-based water quantity and quality models can be improved; however, the one-dimensioned method is only helpful for structured grids models. With the one-dimensioned method, the organization pattern of structured grids will be changed, but there is no substantial optimization of numerical models. This means that models after being one-dimensioned are still serially computed. If adopted in extremely complicated or great wide-range river-net areas, these models still need efficiency improvement with other methods. Parallel computing is the most widely
adopted method for model computational efficiency improvement. After being one-dimensioned, adapting parallel computing methods for modelling high-performance improvement is the next significant work.
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