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Abstract: Fractures are major flow paths for solute transport in fractured rocks. Conducting numerical
simulations of reactive transport in fractured rocks is a challenging task because of complex fracture
connections and the associated nonuniform flows and chemical reactions. The study presents a
computational workflow that can approximately simulate flow and reactive transport in complex
fractured media. The workflow involves a series of computational processes. Specifically, the
workflow employs a simple particle tracking (PT) algorithm to track flow paths in complex 3D
discrete fracture networks (DFNs). The PHREEQC chemical reaction model is then used to simulate
the reactive transport along particle traces. The study illustrates the developed workflow with
three numerical examples, including a case with a simple fracture connection and two cases with
a complex fracture network system. Results show that the integration processes in the workflow
successfully model the tetrachloroethylene (PCE) and trichloroethylene (TCE) degradation and
transport along particle traces in complex DFNs. The statistics of concentration along particle traces
enables the estimations of uncertainty induced by the fracture structures in DFNs. The types of source
contaminants can lead to slight variations of particle traces and influence the long term reactive
transport. The concentration uncertainty can propagate from parent to daughter compounds and
accumulate along with the transport processes.

Keywords: computational workflow; discrete fracture network; reactive transport; particle
tracking; PHREEQC

1. Introduction

Fractures are important flow paths for solute transport in fractured rocks. Characterizing fracture
networks requires knowledge of fracture properties, including fracture numbers, sizes, orientation, and
most importantly, the fracture intensity and apertures [1–3]. Typical approaches to obtain the fracture
properties rely on building statistical structures of the fractures that are similar to those of scanline or
window samplings on sites. The statistical structures of the fractures enable the generations of discrete
fracture networks (DFNs) for flow and transport simulations. Considering all of the various fracture
properties in rock formations is logical but is technologically difficult for practical applications [4].
Investigations have reported that the challenges came with the technical issues in meshing DFNs
and in solving flow and transport equations for DFNs [5–7]. Moreover, the flow and concentration
uncertainty problems due to variation is a common issue and has been considered to quantify the
impact on heterogeneous aquifer systems [8–10].

Long et al. (1985) were the first to propose the 3D DFN consisting of disk-shaped or polygonal
fractures [11]. In recent years, intensive research has developed numerous DFN models to simulate the
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flow or transport in DFNs [1,4,12–15]. In these models, the particle tracking (PT) algorithms are usually
preferred to simulate DFN flow paths and transport and enable the implementations of evaluating
resistance time of contaminants in fractured rocks [12,16–19]. The advantage of the PT is to avoid
numerical difficulties in solving the advection dispersion equation (ADE) for complex DFN domains.
In the PT approaches, the released particles in DFNs are assumed to carry contaminants and travel with
the flow in fractures. The contaminant in a particle can be treated as specified mass or concentration.
The calculation of concentration in a control volume then relies on the collected total mass or
concentration from particles in the control volume. Many previous studies have discussed the issues in
treating particle movements in fracture rocks with different scales and practical complexity [12,16,18–21].
These PT approaches mainly focused on the statistics of particle travel times and quantified the influence
of fracture properties on the particle movements in DFNs. Advanced features such as the reactive
transport in fractured rocks have been under development in recent years [22–24].

In fractured porous media, contaminant transport is important in the disposal of chemical
and nuclear wastes such as radionuclide wastes, nitrate products, and chlorinated compounds.
The contaminants of tetrachloroethylene (PCE) is commonly used for dry cleaning of fabrics, while
trichloroethylene (TCE) is commonly used as an industrial solvent for various products [25–27].
Over the past decades, the groundwater contaminated by PCE or TCE has become an important
environmental issue. These contaminants are typically presented as dense non-aqueous phase liquids
(DNAPLs) when sufficient quantities are spilled in groundwater systems [25,28]. The contaminants
could migrate into shallow fractured rock systems and make the chemical treatments or bioremediations
difficult because of the high heterogeneity of the fractured media [29,30]. How and what degree the
influence of the chemical reactions on the contaminant transport are interesting issues for environmental
engineers to quantify the plume migrations.

Motivated by the requirement to conduct reactive transport in DFNs, the objective of the study is
to develop and test a numerical workflow that enables the simulations of flow, reactive transport, and
concentration uncertainty in complex 3D DFNs. Taking advantage of current developments on the PT
approaches in fractured media, the study employs the commercialized software FracMan to conduct
3D DFN generations and simulate flow and PT for the generated DFNs [16,31–36]. The particle traces
obtained from the PT method are extracted and converted to the input files for modeling reactive
transport. Specifically, the study considers each particle trace a 1D domain and simulates reactive
transport by using the well-developed PHREEQC model. The 1D particle traces are discretized to fit
the computational requirements in PHREEQC [37]. Results of the reactive transport along particle
traces are then mapped in the 3D DFNs to present the migration processes of the contaminations,
including the concentration of parent and daughter compounds. Converting the input and output files
for the PHREEQC model and mapping the results in the 3D DFNs are efficiently executed by using the
developed VBA script in this study.

2. Materials and Methods

The workflow takes advantage of recent developments in the fields of DFN generations, DFN
flow simulations, and reactive transport modeling. The following sections briefly detail the concept of
the proposed workflow and the associated technical issues involved in the workflow. The details of
fracture properties for DFN generations and flow simulations and the particle tracking algorithm are
also described. In this study, the effort has been devoted to developing a program to convert input and
output files and execute the PHREEQC model. The FracMan/MAFIC and PHREEQC are main models
used in the study. FracMan/MAFIC was developed by Golder Associates Inc. in order to perform
discrete features, flow, and solute transport in 3D fracture porous media [38]. The package has been
verified and validated with various cases and employed to several relevant studies [6,38]. Additionally,
PHREEQC is a computer program written in the C programming language that is designed to perform
a wide variety of aqueous geochemical calculations. The program was released and maintained by
USGS. The model had been verified and validated by the model developers and users [37].
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2.1. Workflow

The workflow consists of four main steps, including the DFN generation, DFN flow simulation,
DFN particle tracking, and reactive transport along particle traces. Figure 1 presents the concept
and the main steps involved in the workflow. In the workflow, FracMan software is used to build
3D DFN based on the fracture properties obtained from site-specific samplings. The generated DFN
provides detailed information about fracture geometries, sizes, locations, and connections. A mesh
generation process is then conducted to discretize the generated DFN. Simulation of DFN flow is
based on the numerical finite element model MAFIC modified by Miller et al. (2001) [38]. The MAFIC
is a well-known code for flow and transport simulation and widely used for several researches [38].
Conducting PT tracking relies on the mesh and fracture locations and the flow field in the 3D DFN.
The FracMan software allows the particles to be randomly released on a specified plane, along with a
line, or in a defined volume. The PT tool in FracMan provides detailed particle traces in the domain of
the 3D DFN and the particle traces are extracted and discretized to provide numerical parameters for
the PHREEQC model. The challenging task in executing the PHREEQC model for particle traces is the
discretization of particle traces because the particle paths and movement steps can vary differently
from one to another. In this study, we used all the particles released in the 3D DFN. However, due to
computational efficiency we excluded the particles that move into dead ends. This process yields the
same number of PHREEQC simulations as the number of selected particle traces in the simulation
domain of the 3D DFN.
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2.2. DFN Flow and Particle Tracking

The generation of DFNs requires the information of individual fractures, including the orientation,
size, shape, and aperture. Each fracture property can follow a given probability distribution as well
as the topological relationship between fractures and fracture sets [39]. Many previous studies have
focused on the statistical description of fracture properties, including fracture distributions [40], lengths,
apertures [41], orientations, and other parameters [42]. In this study, the selected fracture properties
for the DFN generation are the Fisher probability model for fracture orientations [43,44]:

f (ϕ′,φ′) =
k sinϕ′ek cosφ′

2π(ek − 1)
0 ≤ ϕ′ ≤ 2π, 0 ≤ φ′ ≤

π
2

, (1)
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where k is the distribution parameter (Fisher constant or the dispersion factor) and φ′ is the
deviation angle from the mean pole. The fractures generator uses the fracture sets obtained from the
site-specific samplings.

In this study, the generated fracture is defined by two facing rock surfaces. We assume that the
two surfaces are two rough parallel plates that enable fluid to pass through the plates with relatively
high velocity [1,45]. Pruess and Tsang (1990) proposed a similar concept for their numerical model [46].
In their study, the fractures were assumed to have rough surfaces with numerous contact points and
the fractures consist of the void space enclosed between two impermeable surfaces, which constitutes
a two-dimensional porous medium in a topological sense. The concept of the porous medium in a
fracture plate was then employed in this study for 3D DFNs. Note that this study only focused on the
flow and transport in fractures and neglected the interactions of fractures and the surrounding rock
matrix. The FracMan software has integrated the MAFIC model to simulate flow through the porous
fractures. The flow equation in fractured rocks employs the mass conservation concept and Darcy’s
law [6,38,47]:

Ss
∂h
∂t
−K∇2h = q, (2)

where Ss is specific storage [1/L] and h is the hydraulic head [L]. The notation K is the hydraulic
conductivity [L/T] and the notation q is the source or sink term applied to aquifers [1/T]. In Equation
(2), t is time [T] and ∇2 is the Laplace operator. In this work, the specified head and no flow boundary
conditions were used for the simulations.

The particle tracking (PT) approach is a well-developed technique used for efficient determination
of advective transport in complex DFNs [34]. Previous investigations have shown the advantages of
the PT approach for complex DFN flow systems. The PT approach relies on the flow field obtained
from Equation (2) [48]. In the DFN, the particles are randomly released in the simulation domain.
The flow field provides seepage velocity at each node of the finite element mesh in the DFN. The particle
movements are then determined based on the linear interpolation of velocities at surrounding finite
element nodes near a particle. For a specified time step, the particle movements can be different because
of the velocity variations in the DFN flow field. Note that the particle movements are restricted in the
fracture plates in a DFN. In this study, the simulations of reactive transport require the information
recorded along the particle traces.

2.3. Advection–Reaction–Dispersion Model

PHREEQC is a well-developed computer program to perform various simulations of geochemical
reactions [37]. This study employed the PHREEQC to model 1D reactive transport based on the particle
traces obtained from the DFN flow fields. The governing equation for transport in the DFN flow
system can be described by the following 1D advection reaction dispersion (ARD) equation [37]:

∂c
∂t

= −v
∂c
∂x

+ DL
∂2c
∂x2 −

∂qc

∂t
, (3)

where c [M/L3] is the concentration and v [L/T] is the seepage velocity. The notation DL [L2/T] represents
the dispersion coefficient. The term −v ∂c

∂x in Equation (3) refers to the advection process and the term

−DL
∂2c
∂x2 refers to the dispersion process. The ∂qc

∂t represents the change of concentration influenced by
the reactions. We assume that the seepage velocity v is the same for all of the solute species. Similarly,
the dispersion coefficient DL is a fixed value for all species.

For the chemical reaction process, this study considers chemical kinetics to be the transport
process. The concentration change with time follows the rate equation:

∆mi
∆t

= ci,kRk, (4)
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where ci,k is the stoichiometric coefficient of species i in the kinetic reaction. Notation Rk represents the
overall reaction or substance k (mol/kgw/s). The PHREEQC model calculates the rate with time by
using Runge–Kutta numerical method. The overall rate of kinetic reaction is defined by the equation:

Rk = rk
A0

V
(

mk
m0k

)
n
, (5)

where rk is the specific rate (mol/m2/s), A0 is the initial surface area (m2), and V is the volume of solution
(kgw). The notations m0k and mk are the initial moles and the moles at a given time, respectively. In
Equation (5), the term (

mk
m0k

)
n is a factor to account for the change of A0

V .

2.4. Integration of PT and the PHREEQC Model

Figure 2 shows the detailed procedures for integrating PT and PHREEQC simulations. In the
PT simulations, the particles are released in the upstream area either located at specified points or
randomly placed in the fractures. Extracted particle traces from the PT approach aim to obtain 1D flow
pathways for modeling reactive transport in PHREEQC. Note that the particle traces involve numerous
segments, which indicate the particle movements of different time steps in the DFN. The segments in
the particle traces might be nonuniform, depending on the local velocity field in the DFN. This study
developed a VBA script to read and reformulate the input files for the PHREEQC model. To prepare
the required information for PHREEQC simulations, the particle traces from PT approaches are divided
into several uniform cells in different segments of the particle traces (see Figure 2). We assume that
the seepage velocity in each segment of particle traces is constant. All other transport and reaction
parameters are assigned to each cell in the segments. The PHREEQC model includes all the segments
in a particle trace to complete the simulation of 1D reactive transport. To present the results from the
PHREEQC simulations for DFNs, the study shows the concentration distribution along the particle
traces. However, the coordinates of the particle traces follow the pathways in the 3D DFN. With many
PTs conducted in the 3D DFN, the variations of concentration can be obtained for complex fractured
flow systems.Water 2019, 11, x FOR PEER REVIEW 6 of 23 
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3. Numerical Examples

The objective of the study is to develop an efficient workflow that can conduct flow and reactive
transport in complex fracture networks. Specifically, we take the advantages of the recent development
in 3D DFN generation, fracture flow simulation, and particle tracking. The workflow integrates the
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solutions from MAFIC and PHREEQC models and makes simulations of reactive transport feasible in
DFNs. This study used three numerical examples to illustrate the developed workflow. The first case
(i.e., Case 1) consists of a simple connection of fractures in a simulation domain (see Figure 3a). In this
case, we aim to test and assess the results obtained from the workflow.

The second and third cases (i.e., Cases 2 and 3) involved complex fracture sets sampled from a
site in Taiwan. There is a fractured granite located near the land surface of the site (see Figure 3b).
The depth to the granite is small so that the source of surface contamination might threaten the
groundwater environment near the site. This study focuses on the flow and transport in the saturated
zone of the near-surface granite. It is interesting to understand the plume migration and reactive
transport in the fractured formation. Additionally, we aim to assess the propagation of concentration
uncertainty induced by the specified fracture structure obtained at the site. The uncertainty represents
the variations of contaminants that flow out of the porous fractures. In Cases 2 and 3, we consider
the fixed domain size, boundary conditions, and the fracture sets, while the release of particles (i.e.,
source plumes) are different. In Case 2 the source of contaminant will be randomly distributed on
the face of the upstream boundary. Case 3 involves a well that creates a line source of concentration
for transport simulation. Figure 3b shows the location of the well (x = 10, y = 50) that provides a line
source concentration along the well. The well is opened from the depth of 30 m to the depth of 70 m
for injecting contaminant. In the simulation cases, the source contaminant is assumed to be the PCE
degradation applied to the 1D PHREEQC simulations.Water 2019, 11, x FOR PEER REVIEW 7 of 23 
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study: (a) Case 1 with the simple connection of three fractures, (b) Case 2 and Case 3 with a complex
discrete fracture network (DFN) realization that is generated based on fracture sets obtained from the
selected site.

3.1. Model Parameters and Numerical Considerations

The modeling size for Case 1 is a 200 × 200 × 200 m domain, while the domain size for Case 2 and
Case 3 is 100 × 100 × 100 m (see Figure 3). Constant heads are specified on upstream and downstream
boundary faces to create background head gradients for flow from the west to the east boundaries.
The no-flow boundary condition was applied to other boundaries. In this study, we consider a fixed
fracture transmissivity in each case. Table 1 lists the fracture parameters for DFN flow simulations in
three different cases. There are four sets of fractures used to generate the complex DFN for Case 2 and
Case 3. The study conducts the steady state flow simulations for all cases. In Case 1, we release 50
particles along the edge of the horizontal fracture on the upstream boundary. However, there are 100
particles used for the simulations of reactive transport in the complex DFN cases (i.e., in Cases 2 and 3).
Similar to the particle locations in Case 1, in Case 2 the particle locations are randomly located on the
fracture edges that intersect with the upstream boundary faces. Additional flow direction (i.e., the
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y-direction from the south to the north boundary faces) was tested in Case 2 to assess the influence of
the fracture structure on the behavior of particle travel times. In Case 3, the locations of the released
particles are determined based on the intersection points between fractures and the defined vertical
line at the well location (x = 10, y = 50).

Table 1. The fracture parameters and hydrogeological conditions for simulation cases. Notation T is
the mean trend and P is the mean plunge. The Fisher constant k and fracture intensity P32 are used for
generating the complex DFN for Case 2 and Case 3.

Network
Fracture Orientation Aperture

(m)
Transmissivity

(m2/s)
Hydraulic
GradientT P k P32

Case 1
Fracture 1 0 90 - -

1 × 10−4 1 × 10−4 0.0025Fracture 2 0 0 - -
Fracture 3 0 90 - -

Case 2
and

Case 3

Set 1 198 18 18 0.26

1 × 10−4 1 × 10−5 0.002
Set 2 155 4 15 0.24
Set 3 264 23 16 0.18
Set 4 98 91 11 0.32

3.2. Parameters for PHREEQC Reactive Transport

In this study, the workflow includes the PHREEQC simulation applied to each particle trace
obtained from the MAFIC model. We consider the well-known PCE degradation for all cases in this
study. The PCE is one of common VOCs that undergoes a degradation process since reducing conditions,
mainly by microbiological transformations. The most important pathways for biodegradation of PCE is
by sequential reductive dechlorination [49]. There are six components in this pathway, including PCE,
TCE, cis-1,2-dichloroethylene (cis-DCE), trans-1,2-dichloroethylene (trans-DCE), 1,1-dichloroethylene
(1,1-DCE), and vinyl chloride (VC). Figure 4 shows the degradation pathway of PCE based on the
first-order rate constants. The particle traces and the associated seepage velocity along the particle
traces provide input data for PHREEQC models. Table 2 lists the computational parameters for
PHREEQC transport simulations. Table 3 shows the parameters for PCE biodegradation. In this study,
we model the migration of PCE contaminant based on the condition of the continuous injection source.
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Table 2. The computational parameters for PHREEQC transport models.

Parameters Value Units

Initial concentration 0 -
Source concentration 0.1 mg/L

Cells Variable -
Shifts Variable -

Time step 846 (for Case 1) s
8460 (for Case 2 and Case 3) s

Dispersion coefficient 0.5 (for Case 1) m2/s
0.05 (for Case 2 and Case 3) m2/s
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Table 3. The parameters for the PCE biodegradation in the study [49].

Parameter Symbol Value Unit

First-order degradation rate 1 k1 0.075 d−1

First-order degradation rate 2 k2 0.070 d−1

First-order degradation rate 3 k3 0.020 d−1

First-order degradation rate 4 k4 0.035 d−1

First-order degradation rate 5 k5 0.055 d−1

First-order degradation rate 6 k6 0.030 d−1

Distribution factor, TCE to cis-DCE α1 0.72 -
Distribution factor, TCE to trans-DCE α2 0.15 -
Distribution factor, TCE to 1,1-DCE α3 0.13 -
Yield coefficient, PCE to TCE γ1 0.79 -
Yield coefficient, TCE to DCE γ2 0.74 -
Yield coefficient, DCE to VC γ3 0.64 -
Yield coefficient, VC to ETH γ4 0.45 -

4. Results and Discussion

4.1. Test of the Workflow

We used Case 1 to illustrate the developed workflow for modeling flow and reactive transport in
3D DFNs. There were three fractures connected in the simulation domain. However, the width of the
three fractures were different. Figure 5a shows the head distribution for the steady state flow. Based on
the constant heads assigned to the east and the west boundaries, a background head gradient of 0.0025
yielded the head that gradually changed from the west to the east boundary. Using the PT results, the
continuous PCE source was specified with a constant concentration of 0.1 mg/L at the inlet boundary.
Figure 5b,c shows the concentration of PCE degradation along a selected particle trace (see dashed line
in Figure 5a). Figure 5b presents the distributions of PCE concentration at different times. The Case 1
considered the continuous injection of PCE at the west boundary. The results in Figure 5b show that
the PCE concentration along the particle trace decreases with the distance. However, the concentration
of other compounds gradually increases with time and distance. In this case, the particle traces were
longer than the horizontal domain size because a vertical fracture was placed perpendicular to the two
horizontal fractures (see Figure 5a).
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We collected the concentration for the 50 particles and plotted the distribution of the concentration
along the particle traces. Figure 6 shows the results for concentration at t = 1.0 day. The results
clearly show that the concentration distribution for all particles is nearly identical (the light color lines).
The mean values and the particle paths exhibit small variations. For a specified time, we estimated
the uncertainty (i.e., the standard deviation, STD) at each location along the particle trace. The small
variations might be induced by inconsistencies of the fracture connection. In the case, the widths of the
three fractures are not the same so that the flow field shows slight variability near the two ends of
fracture intersection lines. The varied flow field, therefore, triggers the variations of concentration
in the fractures. In Figure 6a, we obtain a small variation of PCE concentration uncertainty near
the concentration front, where the concentration changes significantly along the particle traces (see
standard deviation line in Figure 6a). We define the zone as the main uncertainty peak (MUP) in
this study. The result is similar to the general understanding of contaminant transport in porous
media. However, in this study, an area with an additional high uncertainty value was obtained for
the production compounds (see standard deviation line in Figure 6b–d). We further define this small
uncertainty variation as the secondary uncertainty peak (SUP). By comparing the results for t = 1.0
day in Figure 5c–e, these areas also indicate the zones with the high variation of concentration for
production compounds. The results from the test example demonstrate that the uncertainty can
propagate from the parent to the daughter compounds.
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The results for 50 particles were then recorded and plotted in the 3D DFN domain. Figure 7 shows
the 3D distributions of different concentration at t = 1.5 day. The promising results enabled us to assess
reactive transport in a 3D DFN flow system. Case 1 provided a simple fracture connection. In this
case, we released 50 particles for demonstration purposes. For cases with practical complexity, more
particles might be required to obtain a better representation of transport behavior in fractured rocks.
The following cases will present the scenarios.
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4.2. DFN Flow and Travel Time Statistics for the Released Particles

Case 2 and Case 3 share the same DFN realization that was generated based on the four fracture
sets obtained from a selected site. Figure 8 shows the simulated flow field for a 100 × 100 × 100 m
domain. The fracture intensities for the fracture sets were relativity high because of the shallow
granite that might suffer strong weathering processes. The head gradient of 0.002 was designed to fit
the regional groundwater head gradient near the site. The result in Figure 8 clearly shows that the
hydraulic head in fractures varies from the west to the east boundaries. In Case 2 we released 100
particles from the high head boundary and placed the particles in the fractures that intersected with
the upstream boundary. Case 3 used 100 particles, but the particles were randomly released along the
well in the DFN. Note that we used a continuous source to simulate the contaminated well. There was
no real water injection applied to the well. To simulate the reactive transport for the particle traces, we
used the constant concentration of PCE for the PHREEQC simulations.
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Figure 8. Distribution of hydraulic head for the generated DFN.

It is interesting to evaluate the overall behavior of traveling times obtained from PT simulations
for different release scenarios in Cases 2 and 3. Figure 9 presents the histogram of travel times for the
release of 100 particles in Case 2. The results for the line source particles in Case 3 are demonstrated in
Figure 10. The results from the releasing scenarios show that the different release types can lead to
different histogram distributions of traveling time. The line source in Case 3 shows a relatively small
variation of particle travel time (see standard deviations in Figures 9 and 10). As the release types and
locations are different, Case 2 obtains a Skewed-left distribution with skewness index of −1.56, which
indicates that few particles travel with short travel times, while most particles travel with longer travel
times. On the other hand, the histogram for Case 3 shows that most particles released along the line
source travel with relatively short times.
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To quantify the influence of the specific fracture structure on the regional flow, the study further
used 10 DFN realizations for Case 2 and conducted flow simulations for regional flows from the east
to the west boundaries (i.e., constant heads specified on boundary faces x = 0 m and x = 100 m) and
from the south to the north boundaries (i.e., constant heads specified on boundary faces y = 0 m and y
= 100 m). The same regional head gradient of 0.002 was considered for the simulations. There are
100 particles randomly released on the upstream boundary faces (i.e., x = 0 m and y = 0 m) for the
flow simulations. We collected the travel times of the released particles for the 10 DFN realizations.
The histograms of the directional travel times are shown in Figure 11 for the x-direction flow and
Figure 12 for the y-direction flow. Simulation results show that the mean travel time of the particles in
the y-direction flow is larger than that in the x-direction flow. Additionally, the specified fracture sets
(see Table 1) also induced a higher value of the travel time STD and led to a positive skewness in the
y-direction flow. The inconsistent results of the travel time statistics indicate a clear anisotropic flow
mechanism in the DFN flow (see parameters of fracture set 4 in Table 1). In the study, the fracture set 4
includes a number of high angle fractures and a high fracture intensity that are perpendicular to the
y-direction flow. The direction barrier created by the fracture set 4 can be the factor that contributes to
the inconsistency of the directional flows.

Comparing the statistics in Figures 9 and 11 shows that the variation of the mean travel time
is minor. However, considerable variations of travel time STD and skewness were obtained in two
scenarios, indicating that the values of the travel time STD and skewness can be influenced by the
number of DFN realizations. Based on the comparison of results from one, five, and 10 DFN realizations,
we can obtain the stable values of the calculated travel time STD and skewness when we consider the
number of DFN realizations greater than five. The critical number of the DFN realizations can produce
representative values of travel time STD and skewness when the particle-based approaches were used
for transport simulations. In most practical problems, the number of DFN realizations might depend
on the behavior of a specified fracture structure. The relatively low fracture intensity might require
more DFN realizations to obtain representative travel time statistics.
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4.3. Propagation of Concentration Uncertainty

Figures 13 and 14 show the collection of concentration along particle traces in Case 2 and Case 3.
In these cases, we collected the concentration for the 100 particles and plotted the distribution of the
concentration along the particle traces. Figures 13 and 14 show the results for concentration at t = 3.0
days. The concentration along particle traces are plotted with the light color lines. Based on the collected
concentration along the particle traces, Figures 13 and 14 also show the values of means and STDs along
the particle traces. For the specified time at t = 3.0 days, the estimated concentration uncertainty (i.e.,
STD) along the particle traces show high variation near the concentration fronts. The release scenario
in Case 2 leads to the PCE concentration STD (i.e., MUP) reaching a maximal value of 0.3, while the
release scenario in Case 3 shows the slightly small value of maximal STD for PCE concentration. Again,
the concentration uncertainty can propagate to the daughter compounds such as the TCE, cis-DCE, or
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VC. The locations for the additional high uncertainty areas (i.e., SUPs) occur in the production zones of
TCE, cis-DCE, and VC, where the concentration increases significantly. By comparing the uncertainty
variations in Figures 13 and 14, the results clearly show that the uncertainty influenced by the releasing
scenario in Case 2 produces more uncertainty because the initial locations of the particles in Case 2 are
randomly placed on a boundary face. However, the particle locations for Case 3 are limited along a
line source at the well location.

Figures 15 and 16 further present the temporal variations of uncertainty for Cases 2 and 3.
The simulation results show clear trends of uncertainty propagation under different releasing scenarios.
In general, the uncertainty of PCE concentration gradually decreases with the traveling time and
distance. However, the overall uncertainty (i.e., MUPs and SUPs) for the concentration of other
daughter compounds increases with the traveling time and distance. We found that the uncertainty
contributed from the parent compound PCE in each case increases with traveling time and distance.
The SUPs produced by the daughter compounds also increase with the traveling time and distance.
Ultimately, the SUPs in daughter compounds will mix with the MUPs for the late-time reactive transport
(see Figures 15 and 16). In this study, special cases were obtained in the variations of TCE concentration.
The concentration in the production zones of TCE increases relatively linearly as compared with other
daughter compounds. Therefore, the results show relatively stable values of SUP at different times.
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4.4. Reactive Transport in the Complex 3D DFN

Hadgu et al. (2017) demonstrated the differences between the DFN and equivalent continuum
models for simulating flow and transport in fractured rocks [50]. In this study, we assumed that the
flow and transport are mainly controlled by the fracture networks. The workflow developed in this
study aims to conduct simulations of tractive transport in complex 3D DFNs. In the workflow, the
results of the PHREEQC simulations for particle traces were transformed back to the 3D coordinate
system in the DFN. Figures 17 and 18 show the concentration distribution for Cases 2 and Case 3 at
t = 5.0 days. The results show that the high concentration of the daughter compounds occurs in the
zones of the PCE concentration fronts. The results in Figures 17 and 18 also show clear differences
in the particle releasing types and the influences of the flow patterns in the DFN. In this study, the
initial locations of particles have determined the concentration distributions in different cases. Case 2
shows a relatively random distribution of particle traces in the DFN domain. Therefore, the overall
reactive transport presents in an average sense through the simulations. However, in Case 3 the particle
locations were restricted along a line at a well location. The group of particle traces is also limited in a
small area. Similar to the flow and transport in porous media, the small area can be defined as the well
capture zone for the DFN flow. The capture zone is the key information to conduct remediation plans
in fractured rock systems. For practical problems, the developed workflow can play an important role
in assessing the transport procedures in DFNs and quantify the concentration for complex reactive
transport. The implementations of other environmental issues are also feasible if the DFN recipes and
the reaction parameters are available.
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5. Conclusions

This study developed a computational workflow that enables the simulations of flow and tractive
transport in complex 3D DFNs. The workflow successfully links a series of modeling procedures,
including fracture generations, DFN flow modeling, particle tracking simulations, and reactive transport
modeling. The procedures were available in the well-developed MAFIC and PHREEQC models. In
the study, the linkage of data processing between models relies on the developed VBA script, which
allows for preparing computational parameters for the PHREEQC modeling. The study illustrated the
developed workflow with three numerical examples. Results indicated that the developed workflow is
promising and can simulate flow and reactive transport for complex fracture connections.

The particle-based approach provides additional information for flow and reactive transport in
the porous fractures. The travel time uncertainty of particles reflects the overall influences of particle
releasing types and the fracture structure along the flow direction. The uncertainty of concentration
also depends on the particle release types and the DFN structure. Uniform flow in the case with
simple fracture connection yields a small variation of concentration, while the complex DFN results in
relatively high variations of reactive transport. In this study, the simulations of the reactive transport
obtained two clear peaks of concentration uncertainty. The parent compound PCEs mainly contribute
to the development of MUPs and the MUPs can propagate from the parent to the daughter compounds.
However, the production zones for daughter compounds might lead to a SUP. The influences of MUPs
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for daughter compounds can increase with the traveling time and distance. Ultimately, the MUPs from
the parent compounds will mix with the SUPs for the late-time reactive transport.

A main challenge in the simulation workflow is to transform back the results of the PHREEQC
model to the 3D DFN. Results in the study showed that the workflow enables the detailed visualization
of reactive transport processes in complex 3D DFNs. In general, the high concentration of the daughter
compounds occurs in the zones of the PCE concentration fronts. The different release types of particles
considerably influence the flow patterns and transport behavior. For practical problems, the developed
workflow can be a useful technique to assess and quantify the uncertainty of flow and reactive
transport for site-specific scales and complexity. With the available reaction chains and rate constants,
the workflow can be implemented for other environmental issues such as the geological storage of
radionuclide waste and carbon dioxide.

6. Computer Code and Software

Software name: FracMan 7.51/MAFIC.
Developers: Golder Associates.
Contact information: https://www.golder.com/fracman/

Hardware required: 8 GB of RAM minimum (16 GB recommend), a minimum of 4 GB of free disk
space, open GL compatible graphics card.

Software required: 32/64 bit: Windows 7 (or newer).
Program languages: PHREEQC and Visual Basic for Applications (VBA) in Microsoft Excel.
Availability: PHREEQC code follows User’s guide to PHREEQC (version 2) developed by

USGS (https://pubs.er.usgs.gov/publication/wri994259). VBA program language is supported by
Microsoft Excel. Output files of MAFIC simulations and VBA code can be obtained on GitHub at
https://github.com/melinda93pthanh/Phreeqc/blob/master/VBAcode.
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