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Abstract: The oceanic response of the Taiwan Strait (TWS) to Typhoon Nesat (2017) was investigated
using a fully coupled atmosphere-ocean-wave model (COAWST) verified by observations. Ocean
currents in the TWS changed drastically in response to significant wind variation during the typhoon.
The response of ocean currents was characterised by a flow pattern generally consistent with the
Ekman boundary layer theory, with north-eastward volume transport being significantly modified by
the storm. Model results also reveal that the western TWS experienced the maximum generated storm
surge, whereas the east side experienced only moderate storm surge. Heat budget analysis indicated
that surface heat flux, vertical diffusion, and total advection all contributed to changes in water
temperature in the upper 30 m with advection primarily affecting lower depths during the storm.
Momentum balance analysis shows that along-shore volume acceleration was largely determined by
a combined effect of surface wind stress and bottom stress. Cross-shore directional terms of pressure
gradient and Coriolis acceleration were dominant throughout the model run, indicating that the effect
of the storm on geostrophic balance was small. This work provides a detailed analysis of TWS water
response to typhoon passage across the strait, which will aid in regional disaster management.

Keywords: Taiwan Strait; Typhoon Nesat; coupled atmosphere-ocean-wave model; volume transport;
momentum balance analysis; heat budget

1. Introduction

A typhoon, the Western North Pacific version of a hurricane, represents one of the most severe
weather events on Earth. When a typhoon makes landfall, the associated strong winds and heavy
precipitation can cause devastating loss of life and property. In order to minimise the damage induced
by typhoons, accurate predictions for the track and intensity of individual typhoon systems are of great
importance. A thorough understanding of air–sea interaction processes during a storm is essential to
make a reliable prediction. Within the past two decades, extensive research on the deep ocean response
to typhoons has taken place (e.g., [1–7]). In contrast, the impact of a typhoon on coastal waters has
been relatively less studied (e.g., [8,9]). Coastal waters yield an important influence on the intensity
of a typhoon approaching landfall. At the same time, a typhoon will also strongly enhance vertical
mixing in the near-shore waters, influence volume and heat transport in both along- and cross-shore
directions, and alter the marine environment in many ways (e.g., [8,9]). Here, we examine the response
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of coastal water in the Taiwan Strait (TWS, Figure 1) following the crossing of Typhoon Nesat in 2017.
This typhoon is chosen just because there are relatively more field observations for validating our
model results.
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TWS is oriented in a south-west–north-east direction (Figure 1), connecting the East China Sea 
(ECS) in the north-east and South China Sea (SCS) in the south-west, with a width of ~180 km, length 
of ~350 km, and an average depth of ~60 m. Tides within the strait are propagated from both the ECS 
and SCS, with an M2 tide being the dominant constituent [10–14]. Volume transport through TWS 
shows strong seasonal variations which are at a minimum in winter and a maximum in summer [15–
17], with the annual mean transport being in a northward direction from the SCS to the ECS. The East 
Asian monsoon is thought to be the primary influence on seasonal changes in volume transport 
[17,18]. Other factors such as sea level slope along the strait [19], synoptic events like typhoons [20], 
and mesoscale eddies [21] can also influence the transport. Subtidal currents flow mainly north-
eastward during summer, fed by South China Sea water. In contrast, winter flow consists of a 
southward current along the west side carrying colder China Coastal water, and a northward current 
fed by the Kuroshio Branch along the east side [22–24].  

The TWS is one of the main passages for typhoons in the coastal waters of China (cf. Figure 2 in 
[25]), yet despite their impact on the environment of the TWS, studies are still limited. Research 
within the last decade has focused on analysis of storm surges [26,27], the importance of tide–surge 
or wave–tide–surge interactions in predicting the storm tide [25], or consideration of volume 
transport [20], sediment transport [28]), and currents [29,30]. In this study, a fully coupled ocean-
atmosphere-wave model system [31] with a high horizontal resolution (~1 km) is employed to 
investigate the response of the TWS to Typhoon Nesat (2017). The volume transport, heat budget, 
and momentum balance will be discussed in detail. A fully coupled modelling system should present 

Figure 1. Location map showing the track (red squares) at six hour intervals of Typhoon Nesat (2017).
Model domain for the Regional Ocean Modelling System (ROMS) and Simulating Waves Nearshore
(SWAN) is bounded by pink curves, the domain for Weather Research and Forecasting (WRF) is shown
in blue. Colour scale represents the bathymetry of the ocean and land topography height.

TWS is oriented in a south-west–north-east direction (Figure 1), connecting the East China Sea
(ECS) in the north-east and South China Sea (SCS) in the south-west, with a width of ~180 km, length of
~350 km, and an average depth of ~60 m. Tides within the strait are propagated from both the ECS and
SCS, with an M2 tide being the dominant constituent [10–14]. Volume transport through TWS shows
strong seasonal variations which are at a minimum in winter and a maximum in summer [15–17],
with the annual mean transport being in a northward direction from the SCS to the ECS. The East
Asian monsoon is thought to be the primary influence on seasonal changes in volume transport [17,18].
Other factors such as sea level slope along the strait [19], synoptic events like typhoons [20], and
mesoscale eddies [21] can also influence the transport. Subtidal currents flow mainly north-eastward
during summer, fed by South China Sea water. In contrast, winter flow consists of a southward current
along the west side carrying colder China Coastal water, and a northward current fed by the Kuroshio
Branch along the east side [22–24].

The TWS is one of the main passages for typhoons in the coastal waters of China (cf. Figure 2
in [25]), yet despite their impact on the environment of the TWS, studies are still limited. Research
within the last decade has focused on analysis of storm surges [26,27], the importance of tide–surge or
wave–tide–surge interactions in predicting the storm tide [25], or consideration of volume transport [20],
sediment transport [28]), and currents [29,30]. In this study, a fully coupled ocean-atmosphere-wave
model system [31] with a high horizontal resolution (~1 km) is employed to investigate the response
of the TWS to Typhoon Nesat (2017). The volume transport, heat budget, and momentum balance
will be discussed in detail. A fully coupled modelling system should present more complete results
than uncoupled modelling systems used in previous studies (e.g., [26]) as it not only utilises ocean and
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wave models that are forced by atmospheric conditions with sufficiently high spatial and temporal
resolution, but also provides feedback to the atmosphere model.
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Figure 2. The distribution of model grids and bathymetry for ROMS and SWAN. (a) Model grid
distribution showing track of Typhoon Nesat over six hour intervals (red squares) on 27–30 July, 2017,
(b) regional bathymetry, and (c) enlarged image of bathymetry for the Taiwan Strait with numbers 1–7
denoting sites of in situ observational stations. The red curve in each subplot is the track of Nesat.

2. Materials and Methods

2.1. Observational Datasets

Time series data for Typhoon Nesat’s centre location and pressure at sea level at 6 h intervals
were obtained from the best track data issued by the Japan Meteorological Agency (JMA) (Figure 2a).
Microwave-only (MWO) SST daily products () [32] were used to adjust the modelled SST. Tide
gauge and moored buoy data were obtained from the Central Weather Bureau (CWB), Taiwan
(https://www.cwb.gov.tw/V7/observe/marine/). The observation stations were numbered as shown
in the panel expanded from the regional bathymetry image of Figure 2b, and are denoted by the
numbers 1–7 (Figure 2c). These gauges and buoys provided oceanographic and meteorological data
such as water and air temperature, air pressure at sea level, wave height, and wind speed. It is
worth mentioning that the exact positions of some stations (e.g., stations 6 and 7) were not resolved
in ROMS and SWAN models due to their proximity to the shoreline; therefore, the water-covered
model grid points nearest to these stations were selected for the comparison between model results
and observations. Jason-2 altimeters were used to calculate significant wave height. Only observations
from the Ku band were used in this study because they have higher accuracy than observations from
the C band (http://globwave.ifremer.fr/products/) [33].

https://www.cwb.gov.tw/V7/observe/marine/
http://globwave.ifremer.fr/products/
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2.2. Typhoon Nesat

Typhoon Nesat started as a tropical depression east of the Philippines on 25 July, 2017. It gradually
intensified as it tracked north-westward. By the morning of 27 July, the JMA upgraded Nesat to
a severe tropical storm. Nesat reached Category 1 Typhoon status at around 0600 UTC on 28 July,
reaching its peak intensity later that day as a Category 2 Typhoon with a central pressure of 960 mbar
and 10 min maximum sustained winds of 42 m s−1. On 29 July, Nesat made its first landfall at Taiwan
Island. Several hours later, it crossed Taiwan Island and subsequently downgraded to a tropical storm
as it continued moving to the west in the TWS. At around 2200 UTC on 29 July, Nesat made its second
landfall at coastal Fujian Province, mainland China.

2.3. Coupled Model

The coupled ocean-atmosphere-wave-sediment transport (COAWST) modelling system [31,34]
was adopted for this study. Previous studies (e.g., [35,36]) demonstrate that a coupled model is essential
for the better simulations of tropical storms (especially their intensity). Furthermore, a coupled model
may do better in the simulation of SST gradients even on a small scale (e.g., 10~100 km) as pointed
by [37–42]. The COAWST coupling system is a synergy of three state-of-the-art modelling components:
the Regional Ocean Modelling System (ROMS; http://www.myroms.org/ [43,44]), the Weather Research
and Forecasting (WRF) atmospheric model [45], and the spectral wave model SWAN [46]. The three
model components communicate with each other through the Model Coupling Toolkit [34]. Although
widely used in many realistic case studies (e.g., [47–49]), application of COAWST in Chinese near-shore
waters is limited (e.g., [50–52]).

2.3.1. WRF Atmospheric Model

The COAWST modelling system adopts the Advanced Research WRF (ARW) dynamic core,
which provides several options for physical parameterisation of subgrid-scale processes for simulating
mesoscale and microscale motion. Bottom roughness is closely related to the computation of exchange
coefficients for heat and momentum in the surface layer [45], hence playing an important role in
simulations of tropical cyclones intensity. In COAWST, bottom roughness is modified in the WRF code
to take the impact from surface waves [31] into account. For the present study, the WRF model is
run on a horizontal grid with a spacing of 6 km that covers most of the western Pacific Ocean that
encompass the track of Typhoon Nesat, with track regions located in the centre of the domain (Figure 1).
There are 28 sigma levels in the vertical dimension.

Subgrid-scale convection and cloud detrainment are simulated by The Kain–Fritsch cumulus
convection scheme [53]. The WRF single-moment six-class (vapor, cloud, rain, snow, ice, and
graupel) moisture microphysics scheme was chosen to parameterize grid-scale precipitation processes.
Long-wave and short-wave radiation physics were computed by the Rapid Radiative Transfer
Model [54] and the Dudhia scheme [55], respectively. For the boundary layer, estimation of sea
surface roughness with wave effects in COAWST was performed by the following two methods (see
also [49]): a 2.5-order scheme based on the Mellor–Yamada–Nakanishi–Niino scheme [56,57] that is
applicable to a variety of different static stability regimes [58], and a 1.5-order Mellor–Yamada–Janjić
scheme [59,60]. For this study, the Mellor–Yamada–Nakanishi–Niino scheme, combined with the
Eta similarity surface layer scheme [61] and the unified Noah land surface model [62], was adopted.
Coupling between the ocean model (ROMS) and WRF model is accomplished by the following two
schemes: (1) Feedback from the ROMS to the WRF model through Sea Surface Temperature (SST)
with high temporal and spatial resolutions. If the coupling is not activated, the lower resolution
(0.5 degree) daily Real-Time Global (RTG) SST field would be used, which can be downloaded from
ftp://polar.ncep.noaa.gov/pub/history/sst [63]. It should be noted that, here, for simplicity and focusing
the key scientific problems (e.g., we only focus on the impact of Nesat in the TWS), we just followed
the methods proposed by some previous studies (e.g., [31]) to prescribe SST in the coupled model, as

http://www.myroms.org/
ftp://polar.ncep.noaa.gov/pub/history/sst
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experiments on model results sensitive to different model settings (e.g., [49]) including using different
ways to prescribe SST in the coupled models are of scientific and practical significance, which will be
discussed especially in another manuscript. (2) Forcing of ROMS using momentum and heat flux by
the WRF model. A flux-conservative remapping scheme in COAWST was implemented, so that both
ROMS and the WRF model used the same fluxes at the atmosphere–ocean interface.

The interaction between the SWAN model and the WRF model occurs as follows: (1) the WRF
model drives the SWAN model by supplying wind forcing and (2) the peak periods, peak wavelengths,
and significant wave heights are fed to the WRF model by SWAN for calculation of the wave-induced
surface roughness at the sea surface. We used the scheme proposed by Taylor and Yelland [64] to
estimate the wave-enhanced bottom roughness in this study.

The WRF model is initialised and forced by data from National Centers for Environmental
Prediction (NCEP) Final Operational Global Analysis data (FNL) (http://rda.ucar.edu/datasets/ds083.
2/) [65], with a 1◦ horizontal resolution and 6 h time intervals. To further improve the simulation for the
typhoon track and intensity in this study, a spectral nudging scheme [66] was applied to the horizontal
wind, temperature, and geopotential height in the upper layer (k > 10) of the GFS data. A nudging
coefficient of 0.0003 s−1, indicating a relaxation time of approximately 1 h, was used for all nudging
variables. A wave number of 3 was used for both the zonal and meridional directions, resulting in
waves with wavelengths equal to or greater than approximately 900 km being nudged. Nudging was
performed every 6 h during the entire simulation. The total run time for all three model components
was 12 days (i.e., from 0000 UTC on 24 July to 0000 UTC on 5 August). We did not use any scheme
(e.g., [31]) to re-strengthen the initial intensity in the simulation because the GFS data would not have
been able to be used to adequately simulate typhoons. The intensity of the modelled Typhoon Nesat
was very close to observations after a spin up of 1 day (Figure 3).
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Figure 3. Comparison between simulated and observed typhoon (a) tracks and (b) intensities. Here,
the Japan Meteorological Agency (JMA) best track data was used, with the coloured blue circles in (a)
denoting the typhoon centre position every six hours starting at 0000 UTC on 27 July 2017.

2.3.2. ROMS Ocean Model

ROMS is a free-surface, terrain-following, three-dimensional ocean model. The details of the
numerical algorithm for ROMS can be found in [44]. The code for ROMS is written with high
flexibility, offering a wide range of solution algorithms for pressure gradient and horizontal and vertical
advections, as well as subgrid-scale parameterisations.

The ROMS model domain is shown in Figure 1, covering the coastal waters of Southeast China,
parts of northern South China Sea, and north-western Pacific Ocean. Horizontally, the domain is
discretised by orthogonal curvilinear grids with a 376 × 538 array for the horizontal coordinates
(x, y). Horizontal resolution in the Taiwan Strait is highest with a minimum grid spacing of ~970 m.

http://rda.ucar.edu/datasets/ds083.2/
http://rda.ucar.edu/datasets/ds083.2/
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For other regions, the grid spacing is in the range of 1–12 km. Vertically, 40 levels are used for the
stretched terrain-following coordinate. The vertical stretching parameters θs = 6.5, θb = 2.5 and Tcline

= 100 m were selected to better resolve the surface and bottom boundary layer structures. The water
depths in the model domain were derived from the General Bathymetric Chart of the Oceans (GEBCO)
bathymetry data with 30 s spatial resolution [67] by smoothing to ensure the maximum slope r – ∇h/h
to be less than 0.35 [68,69].

The model was initialised with the output of HYbrid Coordinate Ocean Model (HYCOM)
GLBu0.08) [70]. The open boundary conditions for currents, temperature, and salinity are also taken
from the output of HYCOM. Thirteen tidal constituents—K1, O1, P1, Q1, K2, M2, N2, S2, MF, MM, M4,
MS4, and MN4 [71] were applied as the tidal forcing. The open boundary conditions were as follows:
Chapman conditions for the free surface, Flather conditions for the two-dimensional momentum,
radiation plus nudging conditions for the three-dimensional momentum, and temperature and salinity
with a 1 day nudging coefficient. The sea surface forcing including momentum and heat fluxes were
provided by the WRF model, whereas the ROMS model provided feedback to the WRF model with
updated SST. In order to better simulate typhoon intensity, the modelled SSTs were also restored to the
microwave observed SST (MVSST, http://www.remss.com) [32] by activating the ROMS CPP option
of QCORRECTION.

The following effects of surface waves in ROMS were considered: (1) injection of turbulent kinetic
energy by wave breaking, which was incorporated into ROMS by the generic length scale method [72]
and (2) wave forces. The vortex force approach was used [73]. Although these effects were included in
the simulation, we will not discuss them here to avoid distraction and for brevity. The Generic Length
Scale (GLS_MIXING) k –ωmodel mixing scheme [72] was adopted to compute the vertical viscosity
and diffusion terms.

We ran the ROMS model twice. In order to examine whether the model was capable of
reproducing tides in our study domain, the ROMS model was first run separately forced only by tides
with temperature and salinity fixed (barotropic mode) over a total runtime of 35 days. The final 30 day
model output was used to compare the simulated co-tide chart with the observed one. Finally, the
coupled model of ROMS, WRF, and SWAN was run as described above.

2.3.3. SWAN Wave Model

In order to estimate the wave-induced surface roughness at the air–sea interface in the WRF
model and the influence of surface waves on ROMS, some wave parameters (e.g., wave length, wave
height, wave period, wave direction, and wave breaking) must be provided by the SWAN wave
model [46]. The SWAN model effectively solves the wave action balance equation, accounting for
wind-wave generation, nonlinear wave-wave interactions, bottom dissipation, wave breaking, shoaling,
and refraction.

For the present study, the spatial grid for SWAN was the same as for ROMS (Figure 2), with
the wind forcing supplied by the WRF model. Directional space was discretised with 36 directional
bins and 24 frequency bins between 0.04 and 1.0 Hz. The boundary conditions were taken from
solutions of the WaveWatch III model [74]. SWAN runs in nonstationary mode allowing for changing
currents [75] and free surface elevation, dissipation processes (whitecapping, bottom friction), and
quadruplet nonlinear wave–wave interactions. Currents and free surface elevation were provided by
ROMS. Whitecapping was computed on the basis of Komen et al. [76]. In this fully coupled model
simulation, the baroclinic time step was set to 60 s, with a time splitting ratio of 30 for ROMS. SWAN
ran with a time step of 300 s, and the WRF model ran with a time step of 30 s. The time interval for
data interchange among the models was set to 600 s.

http://www.remss.com
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3. Results

3.1. Validation for Model Results

3.1.1. Meteorological Parameters

Figure 3 shows the comparisons between simulated and observed tracks and intensities of
Typhoon Nesat. The modelled track is generally consistent with the observed track with an average
deviation of ~30 km from observations, which is fairly accurate in view of some previous studies (e.g.,
~100 km in [77]). It is thought that large-scale synoptic atmospheric circulation determines the tropical
storm track (e.g., [78]). The spectral nudging scheme applied in this study ensures that the large-scale
atmospheric circulation simulated by the WRF model remains similar to observations or analysis,
therefore significantly improving the simulation of the track of the typhoon [79]. With regard to the
translation speed of the storm, the deviation of model results from observations is overall small, except
on 27 July, when the deviation is larger (see the coloured circles in Figure 3a). The differences between
the time series of simulated sea level pressure at the storm centre and those from the JMA data were
also small between 27 and 30 July with a mean deviation of ~4.6 mbar (Figure 3b).

In order to further validate the WRF model performance, we computed the root mean square
error (RMSE) and correlation coefficients (CC) between the simulated and observed sea level pressure
and wind speed (Figure 4) at five stations (Figure 2c). For sea level pressure, model predicted values
are overall very close to their observed counterparts with similar trends at all five stations, which
are particularly true before or after the storm. However, during the storm (28 July–31 July), small
deviations between modelled and observed sea level pressure were found at all stations mainly due
to small errors in the simulated storm track. For wind speed, there are some notable features worth
mentioning: (1) The simulated wind speeds agreed well with the observations at Stations 3–5 (relatively
high CC), while only moderately at Stations 1 and 2 (relatively low CC); (2) the centre of the storm
passed over Station 4, which can be confirmed by the double peaks in wind speed in both model
results and observations. Additionally, the modelled maximum wind speed is larger than that from
observations at Station 4 owing to the simulated storm track being much closer to Station 4; (3) for
Station 5, which is located to the north of Nesat’s track, time evolution for both the simulated and
observed wind speeds showed more regularity than those on the south side (Stations 1, 2, and 3).
Overall, the storm was well reproduced in the WRF model, particularly in terms of its track and
intensity, hence allowing us to confidently investigate the ocean responses in the following sections.



Water 2019, 11, 2331 8 of 24

Water 2019, 11, x FOR PEER REVIEW 7 of 23 

 

Figure 3 shows the comparisons between simulated and observed tracks and intensities of 
Typhoon Nesat. The modelled track is generally consistent with the observed track with an average 
deviation of ~30 km from observations, which is fairly accurate in view of some previous studies (e.g., 
~100 km in [77]). It is thought that large-scale synoptic atmospheric circulation determines the tropical 
storm track (e.g., [78]). The spectral nudging scheme applied in this study ensures that the large-scale 
atmospheric circulation simulated by the WRF model remains similar to observations or analysis, 
therefore significantly improving the simulation of the track of the typhoon [79]. With regard to the 
translation speed of the storm, the deviation of model results from observations is overall small, 
except on 27 July, when the deviation is larger (see the coloured circles in Figure 3a). The differences 
between the time series of simulated sea level pressure at the storm centre and those from the JMA 
data were also small between 27 and 30 July with a mean deviation of ~4.6 mbar (Figure 3b). 

In order to further validate the WRF model performance, we computed the root mean square 
error (RMSE) and correlation coefficients (CC) between the simulated and observed sea level pressure 
and wind speed (Figure 4) at five stations (Figure 2c). For sea level pressure, model predicted values 
are overall very close to their observed counterparts with similar trends at all five stations, which are 
particularly true before or after the storm. However, during the storm (28 July–31 July), small 
deviations between modelled and observed sea level pressure were found at all stations mainly due 
to small errors in the simulated storm track. For wind speed, there are some notable features worth 
mentioning: (1) The simulated wind speeds agreed well with the observations at Stations 3–5 
(relatively high CC), while only moderately at Stations 1 and 2 (relatively low CC); (2) the centre of 
the storm passed over Station 4, which can be confirmed by the double peaks in wind speed in both 
model results and observations. Additionally, the modelled maximum wind speed is larger than that 
from observations at Station 4 owing to the simulated storm track being much closer to Station 4; (3) 
for Station 5, which is located to the north of Nesat’s track, time evolution for both the simulated and 
observed wind speeds showed more regularity than those on the south side (Stations 1, 2, and 3). 
Overall, the storm was well reproduced in the WRF model, particularly in terms of its track and 
intensity, hence allowing us to confidently investigate the ocean responses in the following sections.  

 
Figure 4. Comparison of time series of WRF simulated (red lines) and buoys observed (blue lines) of 
wind speed (a–e) and air pressure at sea level (f–j). CC denotes the correlation coefficient, RMSE is 
the root mean square error. The positions of stations are shown in Figure 2c. 

Figure 4. Comparison of time series of WRF simulated (red lines) and buoys observed (blue lines) of
wind speed (a–e) and air pressure at sea level (f–j). CC denotes the correlation coefficient, RMSE is the
root mean square error. The positions of stations are shown in Figure 2c.

3.1.2. Tides

Tidal waves and currents are the main aspects of hydrodynamics of the TWS, with the semi-diurnal
M2 tide being the dominant constituent. For studies on storm surges in this region, accurate simulations
of tidal motions are essential. The co-tidal chart of the M2 tide is shown in Figure 5. Overall, patterns
of co-phase lines and contours of co-amplitude are consistent with previous studies (e.g., [13,80]) and
the co-tidal charts in the Marine Atlas of the Bohai Sea, Yellow Sea, and East China Sea [81]. It can be
seen that the M2 tidal amplitude has a range of 0.4–2.5 m in the TWS, with an enhanced amplitude
occurring along the west flank due to an expected Coriolis effect. The M2 tidal wave is characterised
by a south-westward-propagating Kelvin wave along the west coast and a standing wave in the
south-west region of the TWS.
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In order to further assess the performance of ROMS in simulating tides in this region, we compare
the model-based harmonic constants for the M2 and K1 tidal constituents with those from three stations
(Table 1). In this instance the model results are from the fully coupled model run. The errors for M2
tidal amplitude are 0.4, 11, and 5.64 cm, and the errors for the M2 tidal phase are 4.87◦, 8.95◦, and 6.05◦,
for Stations 2, 6, and 7, respectively. The relatively large difference in amplitude at Station 7 may be
due to the complex coastline and bathymetry adjacent to this station which is not well resolved in our
model. For the K2 tide, the amplitude errors are 3.57, 0.86, and 1.09 cm, and phase errors are 17.11◦,
12.63◦, and 26.26◦, for Stations 2, 7, and 6, respectively. Therefore, the ROMS model has satisfactorily
reproduced the main tidal features in this region hence allowing us to do further analysis.

Table 1. Model-data validation of amplitudes and phases of the M2 and K1 tidal constituents at three
gauge stations. The ROMS model results are based on the fully coupled case.

M2 K1
Amplitude(cm) Phase (o) Amplitude(cm) Phase (o)

Station 2
Observation 87.17 328.99 18.32 288.12

Model 86.77 333.86 21.89 271.01

Station 7
Observation 20.31 264.90 14.69 210.81

Model 9.31 273.85 15.55 198.18

Station 6
Observation 12.64 57.63 12.26 223.17

Model 18.28 51.58 11.17 196.91

3.1.3. Surface Waves

Figure 6 displays the comparison between significant wave height (Hs) from the SWAN model
as observed at Stations 2, 3, and 5. Stations 2 and 3 are located on the south side of the storm track,
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far from the Radius of Maximum Wind (RMW), while Station 5 is situated on the north side close to
the RMW. It can be seen that, overall, the simulated results are consistent with the observations, with a
RMSE for Hs of about 0.51, 0.55, and 0.92 m, and corresponding correlation coefficients of 0.74, 0.94,
and 0.90, for Stations 2, 3, and 5, respectively, for the entire simulation. However, notable deviations
between the simulated and observed results were found during the storm at all three stations, especially
at Station 2, which are attributed to errors in the modelled storm translation speed, track, and intensity.
In addition, because Stations 2 and 5 are in the near-shore region, the coastlines and bathymetry there
may not be well-resolved, causing errors in coastal reflected waves.
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To further validate the wave model results, the simulated significant wave height, Hs, was
compared with that from the Jason-2 Ku band data (Figure 7). The agreement is overall good, with a
slope of the regression line of approximately 1.13 with a bias of approximately −0.46 m, indicating that
the Hs values are underestimated by the model. Note that the modelled and measured results show
increasing dispersion with Hs. This might be induced by the frequency of model output, model grid
resolution, and the method used to estimate Hs from satellite data [82].
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Figure 7. Comparison between Jason-2 observed Hs and simulated Hs: (a) ground track of the Jason-2
satellite from 0000 UTC on 26 July to 0000 UTC on 5 August and the study region; (b) significant wave
height scatter plot, comparing model results and Jason-2 altimeter data.

4. Discussion

4.1. The Surface Current and Volume Transport Responses

In order to highlight the impact of Typhoon Nesat on the TWS, we plotted the wind and ocean
surface current fields for three representative time periods: 24 July, before the storm; 29 July, during the
storm; and 31 July, after landfall. We drew the ocean surface wind and current fields for 24 July based
on the Cross-Calibrated Multi-Platform (CCMP)wind data and HYCOM model output, respectively, as
our coupled model needed to have an initial adjustment on this day. The distribution of the CCMP daily
wind on 24 July (Figure 8a) clearly shows a typical summer south-west monsoon pattern such that,
prior to the approach of Typhoon Nesat, mild winds of about 2 m s−1 prevailed over the TWS, with the
ocean surface current generally flowing north-eastward at a speed mostly less than 0.5 m s−1 (Figure 8d).
When the centre of storm, with a well-organised cyclonic wind structure, made its approach to the
TWS on 29 July, wind speed increased to 10~15 m s−1 (Figure 8b). Under the influence of such a storm
wind pattern, the currents in the TWS were dramatically modified to a flow pattern largely following
the classic Ekman theory, e.g., flow at a 45◦ angle to the right of the wind in the Northern Hemisphere.
Furthermore, a cyclonic eddy-like flow structure was also observed in the middle of the TWS. On 31
July, Nesat made landfall for the second time along the coast of Fujian Province, accompanied by a
strong south-westerly wind in the TWS that was significantly larger than the pre-storm maximum
wind speed (~4 m s−1), with a maximum speed of up to 18 m s−1 (Figure 8c). The ocean surface current
conditions were restored to a pre-storm pattern on 31 July but with notably enhanced speed (Figure 8f),
likely induced by the intensified south-westerly wind compared to pre-storm conditions. This suggests
that the wind and current field over the TWS changed dramatically and rapidly during the passage of
a storm. Based on drifter observations, Chang et al. [29] reported a similar current response to the
passage of Typhoon Hai-Tang (2005), which had a track similar to Nesat (2017). However, here we
provide a more detailed spatial structure of the surface current response.
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Figure 8. Top panels: daily averaged wind field from CCMP wind data from WRF simulation for the
dates of (a) 24 July, (b) 29 July, and (c) 31 July. Bottom panels: daily averaged ocean surface currents
from ROMS simulation for the dates of (d) 24 July, (e) 29 July, and (f) 31 July. Colours represent the
velocity magnitude. The straight black line in (f) denotes the position of a cross-section analysed in
Figures 9–13.

We next consider the dynamic response to the passage of Nesat in the water column. For this
purpose, changes of the along-shore current velocity averaged over a selected cross-section, indicated
by the straight black line in Figure 8f, with time (Figure 9a) are examined. Before the storm (before 28
July), the flow structure in the TWS was dominated by barotropic tidal currents, whereas the storm
itself (28 July–1 August) affected the entire water column, including barotropic and baroclinic flow
structures. It is evident that the south-westward current (negative) was enhanced when the storm
approached the TWS, in contrast to the intensification of the north-eastward current (positive) during
the departure of storm. By 2 August, the entire water column current structure was restored to its
pre-storm pattern (tidally dominated).
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Figure 9. Averaged current velocity over time before, during, and after the passage of Typhoon Nesat,
from the cross-section indicated in Figure 8f: (a) averaged along-shore velocity changes with time and
depth, (b) time series of volume transport through the same cross-section (blue line) and cross-section
averaged surface along-shore wind stress (red line).

Volume transport through the TWS plays a crucial role in the water exchange between the SCS
and the ECS. The monthly mean transport is mainly north-eastward (toward the ECS) in summer
and is notably reduced or even reversed in winter [15,17,23]. Undoubtedly, a storm crossing the
TWS will strongly influence the volume transport. The time series of volume transport through the
selected cross-section is shown in Figure 9b, overlain by the averaged along-shore surface wind stress.
The estimated volume transport is not sensitive to the location of a cross-section in the TWS. It can be
seen that the variations of volume transport are dominated by tidal motions before the storm with
a mean tide-free positive value around 2.1 × 106 m3 s−1, indicating a typical summertime volume
transport value through the TWS consistent with previous observational studies [17,83]. When the
storm approached, the north-eastward volume transport was significantly reduced, or even temporally
reversed, in response to the along-shore wind stress (Figure 9b, red line). When the storm made landfall
for the second time on the coast of Fujian Province (after 30 July), the intensified winds were from the
south-west, resulting in the rapid restoration of north-eastward volume transport to its pre-storm level.
It should be noted that after 30 July the winds experienced a second peak which was induced by the
passage of another storm, Hai-Tang [84], after Nesat. Interestingly, under the influence of the second
south-west wind maximum (roughly on 31 July), the north-eastward volume transport was temporally
increased by as much as 50% compared to the mean level. After the second positive peak, the wind
gradually returned to its pre-storm condition followed by a restoration of the ocean volume transport.

From the above analysis, we can see that local wind variations play a major role in modifying
volume transport. The correlation between along-shore wind stress and volume transport is 0.8 with a
confidence level of 99%, which confirms the leading role played by the local wind. In an investigation
into the enhancement of northward transport through the TWS by typhoons, Zhang et al. [20] pointed
out that the significant change of the ageostrophic effect associated with local atmospheric forces rather
than remote forcing during typhoons is the main cause for changes in volume transport.



Water 2019, 11, 2331 14 of 24

4.2. Storm Surge

The storm surge is obtained by subtracting predicted tidal oscillations of water level from the
simulated storm tide given by the fully coupled model system. Spatial distribution of the maximum
storm surge obtained this way is depicted in Figure 10. Model results show that the coastal regions of
Fujian Province experienced the largest storm surge generated by Nesat, while the east side of TWS had
only moderate storm surge. Additionally, the large surge heights were mainly found in coastal regions
directly in right front of Nesat’s landing point. The maximum surge height in the strait occurred in
some semi-enclosed bays, reaching up to 2.7 m.
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4.3. Diagnostic Analysis for Heat Budget

The temperature equation derived below was used to analyse the relative contributions of surface
heat fluxes, advection, and mixing to the changes in temperature throughout the water column. Each
term of the following equation was from the ROMS output:

∂T
∂t

= −
∂(uT)
∂x

−
∂(vT)
∂y

−
∂(wT)
∂z

+
∂
(
Akt

∂T
∂z

)
∂z

+ DT + FT (1)

with the surface and bottom boundary conditions:(
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∂T
∂z

)
z=0

=
Qnet

ρ0Cp
(2)
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(
Akt

∂T
∂z

)
z=−h

= 0 (3)

where t is time; u and v represent velocity in the x (along-shore) and y (cross-shore) directions; T is
water temperature; w is the vertical velocity (in z direction); ρ0 is a reference density of 1025 kg m-3;
and DT and FT are the horizontal diffusion and friction terms, respectively, which were neglected in
the analysis due to their low values. Additionally, Akt is the vertical eddy diffusivity, Qnet is the surface
heat flux, and Cp is the specific heat capacity of seawater (3895 J (kg C)−1).

In Equation (1), the left-hand side is the local rate of change. On the right-hand side, the first two
terms are horizontal advections, the third term is vertical advection, and the fourth term is vertical
diffusion. The hourly output from ROMS for these terms contained strong tidal signals. We applied a
low-pass filter to remove oscillation signals with periods less than 25 h, in order to focus on the subtidal
impact of Nesat. Net surface heat flux, detided time series of water temperature, and its budget terms,
averaged over the selected cross-section, are shown in Figure 11.
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Figure 11. Analysis of the TWS cross-section (Figure 8f) averaged water temperature and heat-budget
term evolution with time or time and depth: (a) net surface heat flux, (b) water temperature, (c) local
rate of change, (d) vertical diffusion, (e) total advection (horizontal + vertical), (f) horizontal advection,
and (g) vertical advection. Horizontal and vertical terms are an order of magnitude greater than other
budget terms (local rate of change, vertical diffusion, total advection), hence a different colour scale
is used.
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Before the storm (before 25 July), the net surface heat flux was positive, indicating that the
ocean was receiving heat from the atmosphere (Figure 11a). In this scenario the entire water column
maintained a nearly uniform temperature of ~29 °C, and the local rate of change of temperature was
dominated by advection (Figure 11e). As the storm approached (26–28 July), the surface heat flux
gradually declined to zero, allowing advection to cool the water below 30 m depth (Figure 11b). During
the direct forcing period (29–30 July), surface heat flux reversed to a negative state, indicative of heat
loss that reduced its overall magnitude. During the departure period (30 July–1 August), surface
heat loss was further increased, reaching a maximum value on 31 July (~200 W m−2), then gradually
reduced to zero (Figure 11a). Vertical mixing led to further cooling of the water column above 40 m
depth while warming the layer below. The local rate of change below 40 m depth was dominated
by advection, but influenced by a combination of surface heat loss, vertical mixing, and advection
in the top 30 m. After the storm (after 1 August), surface heat flux restored to positive values, and
the local rate of change of water temperature through the column was once more dominated by the
advection. In short, surface heat flux, vertical mixing, and advection all played a part in changing
the water temperature in the top 30 m layer, while only advection determined the change of water
temperature below this level during the storm.

4.4. Diagnostic Analysis for Momentum Budget

To further examine the processes responsible for the ocean response in TWS to Nesat, a subtidal
time series of depth-averaged momentum balance (Figures 12 and 13) was analysed in both along- and
across-shore directions. The momentum equations are as follows:
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where u and v are the along-shore and cross-shore components of depth-averaged velocity, respectively.
P is the depth-averaged pressure. τs and τb are the surface wind stress and bottom stress, h is water
depth, and f is Coriolis parameter. Labelled terms include 1—acceleration, 2—horizontal advection,
3—pressure gradient, 4—wind stress, 5—bottom stress and 6—Coriolis force. Horizontal diffusion was
small and not considered here.

Wind stress increased prior to landfall and decreased afterwards, with prevailing winds alongshore
and slightly offshore toward the south-west prior to landfall. Wind rotation was to the north-east and
slightly onshore after landfall. In the along-shore direction, the pressure gradient was balanced by a
negative Coriolis term. As the storm was approaching, the south-westward wind stress decelerated the
pre-existing north-eastward current, whereas the north-eastward wind stress accelerated the current
after landfall. As the storm was leaving, wind stress decreased along with the north-eastward ocean
current, as a result of bottom stress. In the cross-shore direction, acceleration was lower than that in the
along-shore direction, with the dominant terms of pressure gradient and Coriolis terms throughout the
entire model run times indicating that the effect of storm forcing on the geostrophic balance was small.
Depth-averaged horizontal advection terms in both along- and cross-shore directions were small (not
shown here).
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Figure 12. Diagrams of hourly ROMS output of depth-averaged along-shore momentum balance terms
(Equation (4)) extracted from the cross-shore section shown in Figure 8f. Extracted variables include (a)
acceleration, (b) wind stress, (c) pressure gradient, (d) Coriolis, and (e) bottom stress. Positive is in the
along-shore directions.
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Positive is in the onshore directions.

5. Summary

5.1. Main Findings

The hydrodynamic response of coastal water in the Taiwan Strait to Typhoon Nesat (2017) was
investigated based on simulations using a fully-coupled atmosphere-ocean-wave model, COAWST.

The model results agree with observations for the intensity and track of Typhoon Nesat, sea level
air pressure and wind speed from the WRF model, as well as tidal characteristics and significant wave
heights from the SWAN model, indicating that the coupled modelling system accurately reproduced
the main features of atmospheric and oceanic motions under the storm.

Ocean surface currents response were characterised by a pattern consistent with the classic Ekman
theory, e.g., surface flow at a 45◦ angle to the right of the wind, which is supported by previous
observational studies (e.g., [29]). Prior to the storm, the strait was dominated by barotropic tidal
currents, whereas both barotropic and baroclinic flow components for the entire water column were
impacted by passage of the typhoon.

For volume transport crossing the TWS, when the storm was approaching, the north-eastward
volume transport was significantly reduced or even temporally reversed, following the variations
in the along-shore wind stress. At landfall near the coast of Fujian Province, the winds were from
north-east and notably intensified, which resulted in the quick restoration of north-eastward volume
transport back to its pre-storm intensity. The response of ocean current and volume transport indicates
that the dynamic features in the TWS can be significantly influenced by a typhoon with an intensity of
only category one like Nesat (2017).
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The coastal regions of Fujian Province (the west side of the TWS) experienced the maximum
storm surge, while the east side of TWS exhibited only moderate storm surge. Surface heat flux,
vertical diffusion, and advection all played a role in changing the water temperature in the upper 30 m
water column whereas only advection determined the water temperature in the lower water column
during the storm. In the along-shore direction, acceleration was largely determined by a combined
effect of surface wind stress and bottom stress; in the cross-shore direction, the dominant terms were
pressure gradient and Coriolis acceleration, indicating that the effect of storm on the geostrophic
balance was small.

5.2. Future Works

Due to the fact that the magnitude of simulated pre-storm volume transport across the TWS is in
agreement with previous observational studies [17,83], and the simulated typhoon track and intensity
are generally consistent with observations, the simulated changes in volume transport are presumably
to be truly induced by typhoon Nesat. However, more observational data should be used, and more
case studies need to be carried out to further verify model.

The local intensification of storm surge found in coastal regions directly in right front of Nesat’s
landing point based on our model results is very similar to the other case study of [85]. The features of
storm surge are determined by topography and atmospheric conditions. Several mechanisms have
been proposed to explain why the localized storm surge can be generated by a storm, including a
surface current created by the friction of storm wind exerting on sea surface, pressure-induced surge,
and Seiche oscillation due to steep bathymetry [85]. Estimating the contribution of each component is
vital to understanding of the local features of storm surge, which is also an interesting topic of study
for the future.

Wave Extremes (e.g., [86]) generated by a typhoon are of particular importance to marine structure.
Using coupled model combined observational data from buoys to investigate their evolution is also an
important research work in the future. Additionally, the impact of cyclones on the evolution of the
coastal strip and sediment dynamics (e.g., [87]) are also worth studying.

Furthermore, our previous works (e.g., [2,50,88–93]) indicate thatoceanic thermohaline and
dynamic features play an important role in upper ocean response to a single or sequential typhoons
based on multiple observation data and model simulations. However, these works were mainly in the
marginal sea (the South China Sea) and we may further follow the study of this paper, and study how
some special topographic features such as with many islands or straits influences the structure of the
oceanic response to typhoons in the future.
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