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Abstract: The objective of this paper is to investigate different methods to generate future potential
climatic scenarios at monthly scale considering meteorological droughts. We assume that more
reliable scenarios would be generated by using regional climatic models (RCMs) and statistical
correction techniques that produce better approximations to the historical basic and drought
statistics. A multi-objective analysis is proposed to identify the inferior approaches. Different
ensembles (equifeasible and non-equifeasible) solutions are analysed, identifying their pros and cons.
A sensitivity analysis of the method to spatial scale is also performed. The proposed methodology is
applied in an alpine basin, the Alto Genil (southern Spain). The method requires historical climatic
information and simulations provided by multiple RCMs (9 RCMs are considered in the proposed
application) for a future period, assuming a potential emission scenario. We generate future series
by applying two conceptual approaches, bias correction and delta change, using five statistical
transformation techniques for each. The application shows that the method allows improvement
of the definition of local climate scenarios from the RCM simulation considering drought statistics.
The sensitivity of the results to the applied approach is analysed.

Keywords: climate change; droughts analysis; statistical corrections; multi-objective analysis;
ensemble of scenarios; Alto Genil catchment

1. Introduction

Water-scarce areas frequently suffer severe drought periods and their optimal operation is crucial
for sustainable management of their water resources systems. Over the last thirty years, Europe
has been affected by a series of major droughts: in 1976, 1989, 1991, and 2003 [1]. The drought of
2005 has been the most marked in the Iberian Peninsula. In addition, the latest studies on climate
change expect significant decreases in resources in the Mediterranean river catchments, with significant
environmental, economic, and social impacts [2]. In most of these areas, the problem will be exacerbated
in the future, due to climate change [3], which is associated with an increment in the occurrence of
extreme events [4].

In recent years, the number of studies assessing the impacts of climate change on droughts
(through appropriate indices and techniques) in water resources systems [5,6], which is a major
concern of climate change, has increased [7-9]. Some authors point out that the global climate models
(GCMs) and regional climatic models (RCMs) are generally able to reproduce the observed pattern of
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droughts [10,11]. There are some works that directly use climate model simulations to assess droughts
(e.g., [12,13]). However, other authors show cases where there is significant bias between the historical
and modelled precipitation [14,15], which requires further analysis.

Future scenarios of climatic variables can be generated by applying statistical correction techniques
to the output of physical climate models (control and future scenarios), taking into account the statistics
of the historical series [16-18]. RCMs provide a dynamic approach, with a spatial resolution of tens
of kilometres. They are nested with GCMs that have a coarser spatial resolution (hundreds of kms).
In most cases, the statistics generated by these physical models show a significant bias with respect
to the “real” values, and the application of appropriate correction techniques is required to analyse
climate change impacts in these systems. There are several correction techniques with various degrees
of complexity and accuracy: correction of first and second order moments, regression approach,
quantile mapping (QM), etc. They can be applied assuming two different conceptual approaches: bias
correction and delta change techniques [19,20]. The bias correction techniques apply a perturbation
to the control series to obtain another one whose statistics are more similar to the historical ones.
They assume that the bias between statistics of real data and model scenarios (control scenarios) will
be maintained invariant, into the future (e.g., [21-24]). The delta change techniques assume that the
RCMs provide an accurate assessment of the relative changes between the present and future statistics,
but do not adequately assess their absolute values. They use the relative difference in the statistics of
future and control simulations to create a perturbation in the historical series in accordance with these
estimated changes (e.g., [25-27]).

When future scenarios are generated from RCMs nested to GCM, an important aspect to take into
account is the assessment of uncertainties, which play a big role in the definition of future climate
projections [28]. In order to reduce the modelling uncertainty, different RCM simulations should be
considered. On the other hand, the generation of potential future scenarios, based on a selection
of the most reliable RCMs, could reduce the uncertainty of the future predictions, which would be
important for the assessment of extreme events, such as droughts [29]. From individual climate change
projections, different authors (e.g., [26,30]) have proposed defining ensemble scenarios, which coalesce
and consolidate the results of individual climate projections, thus allowing for more robust climate
projections that are more representative than those based on a single model [31].

In this study, we perform an analysis of several statistical approaches and RCMs, to generate
future potential scenarios at a monthly scale, which is the usual timescale for the analysis of water
resource management problems. We assess different solutions, taking into account basic and drought
statistics of the historical series and the climatic model simulations. A multi-objective analysis is
proposed to identify the inferior approaches. The elimination of the inferior approaches in the
definition of ensemble scenarios would also help to reduce the uncertainties associated with the
generation of scenarios. Different ensembles (equifeasible and non-equifeasible) solutions are analysed,
identifying their pros and cons. A sensitivity analysis of the method to the spatial resolution employed
in the assessment is also performed. The proposed methodology is applied to the Alto Genil Basin
(southern Spain).

The paper is structured as follows. In Section 2, we describe the methodology, which includes
the sequential application of different statistical techniques (correction techniques; multi-objective
analysis, and predictions of ensembles). Section 3 describes the case study and available data, including
historical and climatic simulations. Section 4 includes the results and the discussion, Section 5 presents
limitations of this study and, finally, Section 6 summarises the main conclusions.

2. Method

The steps of the proposed methodology to generate potential monthly future climate scenarios
(precipitation and temperature) are represented in Figure 1. This includes the analysis of data and
generation of future individual projections, a multi-objective analysis to identify inferior models,
and different ensembles of predictions (described in Section 2.1, 2.2, and 2.3, respectively).
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Figure 1. Flow chart of the proposed methodology.
2.1. Generation of Future Individual Projections

An analysis of historical data and RCM simulations allows for identifying the necessity of applying
statistical correction techniques to generate future scenarios. These techniques can be employed under
two different approaches:

(1) For each RCM model, we can represent the differences between the statistics (basic and drought
statistics) of the control scenarios simulations and the “historical” values. These usually reveal
significant bias, which justifies correcting them. The set of techniques to address this issue are
known as bias correction approaches, since they apply a perturbation to the control series with
the aim of forcing some of their statistics to get closer to the historical ones. In order to generate
future series, they assume that the bias between the statistics of real data and model scenarios
(control scenarios) will remain invariant into the future (e.g., [22,32]).

(2) We can also represent and analyse the relative differences between control and future scenario
statistics for the climatic model simulation for specific emission scenarios. Based on this
information, future scenarios can be also generated by assuming that the RCMs provide accurate
assessment of the relative changes in the statistics between present and future scenarios, but that
they do not adequately assess the absolute values. These approaches, known as delta change
solutions, use the relative difference in the statistics of control and future simulations to create a
perturbation in the historical series, in accordance with these estimated changes (e.g., [25-27]).

Both approaches, bias correction and delta change, use the same time series (historical and
control and future simulation from RCMs) to generate future climatic scenarios. In the bias correction
approach, a transformation function is calibrated to modify the RCM control series, in order to obtain
a corrected one whose statistics are similar to the historical ones. The calibrated correction function
is applied to the future RCM simulation series to generate potential future scenarios. In the delta
change approach, the transformation function is defined, taking into account the difference between
future and control RCM simulations. They assume that the changes described by these transformation
functions can be applied directly to the historical series to obtain potential future series. For both
conceptual approaches, bias correction models and delta change solutions, we intend to test several
statistical techniques with various degrees of complexity and accuracy that intend to preserve different
statistics: correction of first- and second-order moments, regression approach, and QM, which are
described below.
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In the first-moment correction techniques, the transformation function only intends to provide
a good approximation to the mean values. It is the simplest correction technique and has been
extensively used for delta change [33] and bias correction [34] approaches. The second-moment
correction technique is focused on the approximation of the mean and standard deviation to
define the transformation function. We will apply the transformation function proposed by
Pulido-Velazquez et al. [25]. The regression technique defines the transformation function by adjusting
a regression function. Usually, a linear function can provide reliable results in the adjustment.
This technique has been extensively applied using the bias correction approach (e.g., [35,36]).
The QM is another correction technique commonly employed. The transformation is elaborated
using the cumulative distribution function of the series. In this study, we will consider two QM
techniques [37]: the distribution-derived transformations and empirical quantiles. The two techniques
were applied using the gmap package developed by Gudmundsson et al. [37]. We will use the
Bernoulli-gamma distribution to adjust precipitation data and the normal distribution for temperature
series. The cumulative distribution function is approximated using tables of empirical percentiles,
while values between the percentiles are approximated using linear interpolation in the case of
empirical quantiles. Table 1 shows a brief summary of advantages and disadvantages of each
correction technique.

Table 1. Summary of advantages and disadvantages of each correction technique (P stands for precipitation).

Correction Technique Pros Cons
First-moment correction - Does not generate negative values for P - Only preserve the mean
Second-moment - .
. - Preserve mean and standard deviation - Generates some negative values for P
correction
. - Allow to use different regression models .
Regression L - Generates some negative values for P
- Preserve mean and standard deviation
- Preserve mean and standard deviation .
. - Required more complex
. . - No generates negative values of P . .
Quantile mapping transformations (application to the

- Variety of methods (theoretical distribution,

. . . - probability distribution of data)
parametric, non-parametric, empirical, splines)

In the bias correction approaches, a correction function will be calibrated to modify the control
series to make the statistics of the new corrected series equal or similar to the historical ones. Since the
bias correction is focused on the statistics of the series, we need to use long-enough historical and
control series with invariant statistics, in order to be representative of the system climate. In cases in
which these historical series can be divided into two long-enough series, one should be employed for
the calibration and the other for the validation. It can be achieved through a “traditional split sample
test” or a “differential split sample test” [38]. The first has earlier been used to evaluate bias correction
methods for stationary conditions [39,40], while the second is used for non-stationary conditions [41].
If the series are not long enough, they might include drought or wet periods that modify the statistics
of the series, making them not representative of the climate. In those cases, we need to assume the
hypotheses of climate stationarity, the statistic of the representative series being invariant. In this case,
the validation is not possible, and we need to assume that those inferiors in calibration would also be
inferiors in a hypothetical validation. The adopted calibrated bias model will be applied to the future
series to generate the corrected future scenarios.

We also analyse the statistics of the corrected series (corrected control and corrected future in the
bias correction approach and future series generated by perturbation of the historical series in the delta
change approach) in order to discuss and draw conclusions about the pros and cons of each statistical
technique applied under different conceptual approaches.

We analyse not only classic but also drought statistics (duration, magnitude, and intensity) [42,43].
The Standard Precipitation index (SPI) was adopted to perform the drought analysis [44,45].
From the SPI series, the statistics were obtained by applying run theory [46,47]. Note that the
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probability of occurrence of precipitation for the SPI calculation, in the control and future simulations,
was obtained using parameters calibrated from the observed series, in order to perform an appropriate
comparison [9].

2.2. Multi-Objective Analysis of the Main Statistics (Basic and Drought Statistics)

A multi-objective analysis based on the goodness-of-fit to some statistics is proposed to identify
the approaches that provide more reliable approximations to basic (mean, standard deviation,
and asymmetry coefficient) and drought statistics (duration, magnitude, and intensity). The criteria
employed to identify the inferior approaches is the next one: An approach is inferior if any other
approach provides approximations significantly better for all the cited statistics (basic and drought
statistics). In this analysis of the goodness-of-fit, we do not provide a higher relevance to any of the
selected statistics. A homogeneous criteria (threshold) has been adopted to consider an approach
significantly better than others with respect to a specific statistic. It is defined by a maximum value of
the relative difference with respect to the historical statistic. This maximum threshold will be discussed
in the application to the case study.

It allows discrimination of the inferior RCMs (in delta change solutions) and combinations of
RCM models and correction techniques (in bias correction approaches). Note that in bias correction
approaches, each technique generates a corrected control simulation, whose statistics can be compared
with the historical ones, and, therefore, the goodness-of-fit for each technique can be assessed. However,
delta change approaches do not generate corrected control series and the goodness-of-fit with respect
to the historical statistics can only be assessed for the RCMs and not for the correction techniques.

A multi-objective analysis, somewhat similar to the one proposed here, was performed in an
earlier study of an aquifer, but it was focused only on basic statistics (mean, standard deviation,
and asymmetry coefficient) [26] of “delta change” solutions for two different corrections (first and
second moment corrections). It aimed to identify reliable RCM models in terms of goodness-of-fit for
the first and second statistics of the control scenario simulations of the historical data. The inferior RCM
models (in terms of goodness-of-fit) were identified (“dominated solutions”, using the terminology
of multiple-objective analysis) and eliminated. In this way, a model is eliminated if any other RCM
model provides a more accurate approximation for all the cited historical statistics. In the present
study, we propose a more general and complete multi-objective analysis, in which drought statistics
(duration, magnitude, and intensity) are also included in the selection objective.

The application is also extended to consider bias correction approaches. This allows us to identify
the best combination of RCM models and bias correction technique, in terms of the goodness-of-fit
of the corrected control scenarios to the main statistics of the historical data. These multi-objective
analyses should be performed in accordance with the results obtained when validating the correction
model. Nevertheless, if the information cannot be divided into two long-enough series representative
of the climate whose statistics are nearly invariant, we cannot perform, explicitly, a validation of
the correction model. In these cases, assuming that the statistics of any long-enough period remain
invariant, the calibration implicitly could be considered validated, due to the fact that the same
results would be obtained under this hypothesis for any other period representatives of the climate
conditions. Therefore, in these cases, the results of the calibration periods should be used to perform
the multi-objective analyses.

2.3. Ensembles of Predictions to Define More Representative Future Climate Scenarios

We will study different options to define ensemble of potential future series from the results
obtained in the multi-objective analysis. Some authors suggest that the ensembles of predictions
produce more robust climate projections than those based on a single model [31]. We compare
equifeasible solutions (considering all the RCMs simulations) and non-equifeasible solutions
(considering only those RCMs, or combination of RCMs and techniques that are not inferior according
to the multi-objective analysis).
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Two ensemble scenarios were defined by combining, as equifeasible members, all the future series
(that correspond to different RCMs simulations) generated by applying delta change (scenario E1)
or bias correction (scenario E2) approaches. Note that, in the equifeasible ensembles, the number of
members employed to define the future scenarios can be obtained by multiplying the number of RCMs
and the number of techniques. Two other options were defined by combining only the uneliminated
models (E3) (in delta change approach) or the uneliminated combinations of models and correction
techniques (E4) (bias correction techniques), assuming that we do not trust the eliminated ones.
As we already commented on in the previous section, in the delta change approaches, we eliminate
RCM simulations, instead of series obtained by the combinations of RCM and correction technique.
Therefore, when we eliminate an RCM simulation, we remove all the series generated with this
RCM by applying different correction techniques. This will allow us to perform a sensitivity analysis
of the goodness-of-fit of the future ensemble scenarios generated with or without any previous
selection. From a methodological point of view, the proposed ensembles (E3 and E4) defined with the
uneliminated models are based exclusively in those that provide better approximations of both basic
and drought statistics.

The sensitivity of the solutions to the spatial scale has been also analysed for the selected
case study. The Alto Genil Basin (southern Spain) extends over a wide range of altitudes and
may, therefore, produce greater spatial variability with respect to the impacts of climate change
on precipitation [48]. The distributed approaches are defined by applying the correction techniques
(Section 2.1) to generate the future series in each cell by using the historical and RCM series available
for the cell. The multi-objective analyses (Section 2.2) in the distributed approaches is defined by using,
for each statistic, the weighted average for all the cells in the domain (taking into account the surface
area of each) of the square relative differences, with respect to the historical one. The final ensemble
of predictions obtained for the distributed approaches (Section 2.3) allows us to analyse the spatial
heterogeneity of the climate change impacts. We will also analyse the sensitivity of the overall results
obtained at catchment scale from using a lumped or a distributed procedure.

3. Study Area: Description and Available Data

3.1. Location and Description of the Alto Genil Basin

The study basin has an area of 2596 km?, and it is situated in the south of Spain (see Figure 2).
The basin varies substantially in elevation, from 528 m to 3471 m. The main river of the basin is the
river Genil, which is the most important in the province of Granada, and one of the most important in
Andalusia. The main contributions to the river come from Sierra Nevada Mountains in the melt season.
The spatial resolution applied to perform a distributed approach is defined by the grid represented in
Figure 2, in which the cell size is 12.5 km.

3.2. Historical Climate Data

We used historical data provided by the Spain02 project [49,50] for the period 1971-2000.
It includes daily temperature and precipitation estimates from observations (around 2500
quality-control stations) of the Spanish Meteorological Agency. An assessment of the validation
of some Spanish datasets (including Spain(2) was recently made by Quintana-Segui et al. [51]. We used
version 4 (v4) of the Spain02 project dataset (http://www.meteo.unican.es/en/datasets/spain02).
The project uses the same grid as the EURO-CORDEX project [52] (see Figure 2) with a spatial resolution
of 0.11° (approximately 12.5 km). The Spain02 dataset has already been employed in many research
studies [53,54]. Figure 3 shows the lumped historical monthly temperature and precipitation for the
catchment and the distributed mean temperature and precipitation. The areas of higher elevation
(see Figure 2) produce higher precipitation and lower temperatures.
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3.3. Climate Model Simulation Data. Control and Future Scenarios

The most pessimistic emission scenario of the CORDEX project [52] was considered (RCP8.5).
For this scenario, we analysed nine climate-change scenarios corresponding to four different GCMs.
To assess potential future climate scenarios (for the period 2071-2100) we used the output series
(control and future simulations available from the CORDEX EU Project) from five RCMs (CCLM4-8-17,
RCA4, HIRHAMb5, RACMO22E, and WRF331F) nested inside each of the GCMs considered. The RCM
simulations considered are summarised in Table 2.

Table 2. Regional climatic models (RCMs) and global climate models (GCMs) considered.

RCM GeM CNRM-CM5 EC-EARTH MPI-ESM-LR  IPSL-CM5A-MR
CCLM4-8-17 X X X

RCA4 X X X

HIRHAMS X

RACMO22E X

WREF331F X

In order to show the bias between historical data and the control simulation, Figure 4 shows the
monthly mean and standard deviation of the historical and control series from RCMs (precipitation
and temperature) for the mean year in the reference period (1971-2000). All RCMs show significant
biases with historical data for the basic statistics. The mean relative differences in precipitation are
significant (54% for the mean and 36% for the standard deviation). They are lower, though also
significant, for temperature (22% for the mean and 11% for the standard deviation). Figure 5 shows the
drought statistics of the historical and control series of the RCM in the reference period (1971-2000).
The RCM drought statistics also show significant biases with historical data.

—=— CCLM4-8-17 (CNRM-CM5) =+~ CCLM4-8-17 (EC-EARTH) =+ CCLM4-8-17 (MPI-ESM-LR) -+~ Historical

— HIRHAM5 (EC-EARTH) RACMO22E (EC-EARTH) RCA4 (CNRM-CM5)
RCA4 (EC-EARTH) RCA4 (MPI-ESM-LR) WRF331F (IPSL-CM5A-MR)
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Figure 4. Monthly mean and standard deviation for the historical and control series (precipitation and
temperature) for the mean year in the period 1971-2000—lumped approaches.
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Figure 5. Drought statistics for the historical and control series in the period 1971-2000—lumped
approaches.

Significant bias in the basic (Figure 4) and drought (Figure 5) statistics, also pointed out by several
authors in different case studies [3,23], forces us to apply a correction technique to generate future
scenarios (see Section 2.1). These techniques use the relative changes between the control and future
simulation to perturb the historical series, in order to generate future climatic series. Figure 6 shows the
relative monthly change between mean and standard deviation of the future (2071-2100) and control
(1971-2000) series (precipitation and temperature) for each RCM. This information is used directly
in the delta change approach to generate the future series. However, the bias correction approach,
as commented in Section 2.1, uses the changes between the historical and the control simulations.
The mean relative changes in mean temperature and mean precipitation predicted by the different
RCMs were —27% and 1.5%, and the mean relative changes in the standard deviation of temperature
and precipitation were —9% and 16%, respectively.
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Figure 6. Dimensionless relative monthly change in mean and standard deviation of the future Pand T
series (2071-2100) with respect to the control series (1971-2000)—lumped approaches. Relative changes
calculated as (F — C)/C where F stands for future model projections and C control model simulations.

4. Results and Discussion

4.1. Application of Different Correction Techniques

In order to apply statistical techniques to generate future scenarios, we assume that our 30-year
period of historical data is long enough to summarise the climate conditions in our system, being
similar to those obtained with any other previous historical time series. However, if we split this period
in two series, the statistics of these two periods are significantly different, and we cannot perform
an explicit calibration and validation of the representative climate statistics with these data. For this
reason, we have used the statistics of the calibration period to assess the combinations of correction
technique—RCMs under the bias correction approach and RCMs under the delta change approach,
instead of using a “split sample test”.

Different correction techniques under the two considered approaches (bias correction and delta
change) have been applied to the nine RCMs considered. In this section, we only present results for
one of them. The results concerning all the RCMs are presented in Section 4.2 (multi-objective analysis)
and Section 4.3 (ensembles of scenarios).

In the bias correction approach, we correct the control simulation in order to assess what
combination of RCM technique provides the smallest difference compared to the historical data. If we
focus on the mean, all the techniques provide accurate results. Figure 7 shows the control simulation,
the corrected control simulation generated with each correction technique, and the historical data for
the lumped approaches obtained for one of the nine RCMs used (HIRHAM5 RCM model nested in the
EC-EARTH GCM).
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Figure 7. Mean, standard deviation, and asymmetry coefficients of the corrected control scenario
(1971-2000) for precipitation (left column) and temperature (right column). Average year for HIRHAMb5
RCM model nested inside EC-EARTH GCM—Ilumped approaches.

The corrected control simulations for all the techniques considered reproduce, almost exactly,
the monthly means of the historical data. For precipitation, there are very small differences in means for
some months because the correction procedure may produce some values lower than zero, which have
to be moved to zero to have physical meaning. This has been pointed out in earlier work (e.g., [25]).
In terms of standard deviation, most of the techniques provide accurate results for temperature and
acceptable results for precipitation, except for the first-moment correction, which maintains the same
standard deviation as the control simulation. In the precipitation case, the results are not as accurate
as in the temperature case because the correction procedure produces values lower than zero, which
are moved to zero. For the asymmetry coefficient, QM using empirical quantiles provides the most
accurate results. QM using empirical quantiles corrects this statistic, and using parametric distribution
provides acceptable results. Again, these conclusions cannot be fully affirmed. With respect to the
drought statistics (presented in Figure 8) for lumped approaches obtained using the HIRHAM5 RCM
model nested in the EC-EARTH GCM, they still show important bias with respect to the historical
droughts. As commented on in Section 1, several authors have previously pointed out that, in some
cases, RCMs are not capable of reproducing the drought statistics of the observed series [14,15]. All the
bias techniques provide considerable improvement in the drought statistic. However, since we are not
proposing bias correction techniques that specifically correct drought statistics, we still have significant
biases (see Figure 8). Nevertheless, we will apply a multi-objective analysis in order to eliminate, in the
definition of potential future scenarios, the approaches that provide inferior approximations in terms
of goodness-of-fit to the cited statistics.
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Figure 8. Drought statistics of the corrected precipitation control scenario (1971-2000) for the HIRHAM5
RCM model nested inside EC-EARTHGCM—lumped approaches.

The basic and drought statistics of the future series generated (obtained using the HIRHAM5 RCM
model nested in the EC-EARTH GCM) by the five correction techniques considered under the two
approaches (bias correction and delta change) can be observed in Figures 9 and 10, respectively. All of
the generated future series provide similar monthly means, especially for temperature. First-moment
correction provides the same means for the two approaches, although the generated series are different.
The same happens with the second-moment correction regarding the mean and standard deviation.
However, the generated series show reduced precipitation and higher temperature for all techniques
and approaches. The drought analysis indicates a significant increase in duration, magnitude, and
intensity of droughts (see Figure 10).

Figure 10 shows some SPI values lower than —4, which are too small, even for the Mediterranean
area impacted by the extreme climate changes. In other studies, these values are commonly considered
as outliers. Why do we obtain such small values? We should take into account that they are obtained
from the simulation with a single specific RCM model in a long-term future horizon (2071-2100)
under the most pessimistic emission scenario (RCP 8.5). On the other hand, we should also take into
account that the probability of occurrence of precipitation for the SPI calculation, in the control and
future simulations, was obtained using parameters calibrated from the observed series, in order to
perform an appropriate comparison [9]. Nevertheless, these results show that, using a single model,
we could obtain some “strange” values. For this reason, we recommend performing the analyses of
potential future scenarios considering several RCMs and correction techniques. In order to reduce
the uncertainty due to the RCM employed, many authors recommend using an ensemble of several
approaches coming from different RCM models. In our methodology, we also propose the analyses of
different ensemble solutions, which would be described for our case study in the next subsections,
where we will see if we still obtain values smaller than —4.
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4.2. Multi-Objective Analysis of Basic and Drought Statistics

A multi-objective analysis taking into account basic statistics (mean, standard deviation,
and asymmetry coefficient) and drought statistics (duration, magnitude, and intensity) has been
performed in accordance with the methodology explained in Section 2.2. Since most of the
combinations of model and bias correction technique provide accurate approximations to the first
and second moments, a relative error threshold was defined for each statistic to define, as inferior
approaches, only those whose corrected control is significantly worse. This threshold allows us to
assume certain differences in some statistics as not significant. For a given statistic, we assumed that,
when the relative difference of the estimated corrected control to the historical ones is smaller than
3%, the approach is labelled accurate enough, and not considered inferior to other approaches that
provide slightly better estimates. If we do not apply this threshold to the analyses of bias correction
approaches, a technique producing very reliable results for certain statistics, but poor results in the
others, could not be eliminated by other techniques, with reliable results in all the statistics.

Table 3 shows the eliminated (inferior models in terms of goodness-of-fit) and uneliminated
models for the delta change approaches for the lumped and distributed cases. As described in
Section 2, the lumped approaches are derived from single series for the whole case study, while the
distributed approaches are defined by applying the correction techniques in each cell by using the
historical and RCM series available for the cell. In these distributed approaches, the multi-objective
analyses is defined by using, for each statistic, the weighted average (taking into account the surface
area of each) for all the cells in the domain of the square relative differences, with respect to the
historical one. In the lumped case only, the RCM RCA4 nested with the GCM MPI-ESM-LR provides
results inferiors to the others. In the distributed case, two models are inferior (HIRHAMS5 nested
to EC-EARTH and RCA4 nested to EC-EARTH). On the other hand, the multi-objective analysis
allows us to identify the inferior combinations of RCM and correction technique in the bias correction
approach. Table 4 shows the eliminated and uneliminated combinations of models and correction
technique for the bias correction approach. The approaches obtained with the first-moment correction
technique are eliminated independently of the RCM employed. The approaches coming from the
model RCA4, nested to EC-EARTH, are removed independently of the correction technique employed.
The data presented in Table 4 were used to elaborate Figure 11. It shows the number of times that the
approaches defined with each technique or RCM are not eliminated in the multi-objective analysis
under the bias correction approach. The first-moment correction technique, which is the most basic
one, is always eliminated. Although it provides very accurate results in terms of the mean, its bias
regarding other statistics is quite high. These simple first-moment correction approaches were also
identified by other authors as the less accurate solutions [27]. The approaches obtained by regression
and QM empirical quantile techniques show better agreement between historical and corrected control
statistics (see Figures 7 and 8), and yield a greater number of uneliminated approaches. Regarding
RCMs, CCLM4-8-17 (MPI-ESM-LR) and HIRHAMS (EC-EARTH) are the most participative models in
the ensembles, though the other models have considerable participation, with the exception of RCA4
(MPI-ESM-LR) and RACMO22E (EC-EARTH).

In general, the sensitivity of the multi-objective analyses, with respect to using distributed
approaches instead of lumped ones, depends on the model and the applied correction technique.
Figure 11 shows that the results are not sensitive for the approaches obtained from the models
MPI-ESM-LR nested to CCLM4-8-17, and IPSL-CM5A-MR nested to WRF331F. On the other hand,
the approaches obtained with the correction technique “QM empirical quantile” are the only ones that
are not sensitive. In general, the distributed approaches are eliminated a higher number of times than
the lumped approaches, which makes sense, due to the higher complexity that supposes to fulfil the
different objectives with distributed approaches.
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Table 3. Eliminated and uneliminated models in the multi-objective analysis of the delta change

approaches for the lumped and distributed cases.

RCM GCM Eliminated
Lumped Cases Distributed Case

CCLM4-8-17 CNRM-CM5 NO NO
CCLM4-8-17 EC-EARTH NO NO
CCLM4-8-17 MPI-ESM-LR NO NO
HIRHAMS5 EC-EARTH NO YES
RACMO22E EC-EARTH NO NO
RCA4 CNRM-CM5 NO NO
RCA4 EC-EARTH NO YES
RCA4 MPI-ESM-LR YES NO
WREF331F IPSL-CM5A-MR NO NO
CCLM4-8-17 CNRM-CM5 NO NO

Table 4. Eliminated and uneliminated combinations of model and bias correction technique for the

lumped and distributed cases.

RCM GCM Technique Lumped Case  Distributed Case
CCLM4-8-17 CNRM-CM5 1st moment correc. YES YES
CCLM4-8-18 CNRM-CM6 2nd moment correc. NO YES
CCLM4-8-19 CNRM-CM7 Regression YES YES
CCLM4-8-20 CNRM-CMS8 OM Parametric dist. NO YES
CCLM4-8-21 CNRM-CM9 QM Empirical quant. YES NO
CCLM4-8-17 EC-EARTH 1st moment correc. YES YES
CCLM4-8-18 EC-EARTH 2nd moment correc. YES YES
CCLM4-8-19 EC-EARTH Regression NO YES
CCLM4-8-20 EC-EARTH OM Parametric dist. YES YES
CCLM4-8-21 EC-EARTH QM Empirical quant. NO NO
CCLM4-8-17 MPI-ESM-LR 1st moment correc. YES YES
CCLM4-8-17 MPI-ESM-LR 2nd moment correc. NO NO
CCLM4-8-17 MPI-ESM-LR Regression NO NO
CCLM4-8-17 MPI-ESM-LR QM Parametric dist. NO NO
CCLM4-8-17 MPI-ESM-LR QM Empirical quant. NO NO

HIRHAMS5 EC-EARTH 1st moment correc. YES YES
HIRHAMS5 EC-EARTH 2nd moment correc. NO NO
HIRHAMb5 EC-EARTH Regression NO NO
HIRHAMS5 EC-EARTH OM Parametric dist. NO YES
HIRHAMS5 EC-EARTH QM Empirical quant. NO YES
RACMO22E EC-EARTH 1st moment correc. YES YES
RACMO22E EC-EARTH 2nd moment correc. YES YES
RACMO22E EC-EARTH Regression NO YES
RACMO22E EC-EARTH QM Parametric dist. YES YES
RACMO22E EC-EARTH OM Empirical quant. YES YES

RCA4 CNRM-CM5 1st moment correc. YES YES

RCA4 CNRM-CM5 2nd moment correc. NO YES

RCA4 CNRM-CM5 Regression NO YES

RCA4 CNRM-CM5 QM Parametric dist. YES YES

RCA4 CNRM-CM5 QM Empirical quant. NO NO

RCA4 EC-EARTH 1st moment correc. YES YES

RCA4 EC-EARTH 2nd moment correc. YES YES

RCA4 EC-EARTH Regression YES YES

RCA4 EC-EARTH OM Parametric dist. YES YES

RCA4 EC-EARTH QM Empirical quant. YES YES

RCA4 MPI-ESM-LR 1st moment correc. YES YES

RCA4 MPI-ESM-LR 2nd moment correc. YES YES

RCA4 MPI-ESM-LR Regression YES NO
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Table 4. Cont.
RCM GCM Technique Lumped Case  Distributed Case
RCA4 MPI-ESM-LR QM Parametric dist. NO NO
RCA4 MPI-ESM-LR QM Empirical quant. YES YES
WRF331F IPSL-CM5A-MR 1st moment correc. YES YES
WREF331F IPSL-CM5A-MR 2nd moment correc. YES YES
WRF331F IPSL-CM5A-MR Regression YES YES
WRF331F IPSL-CM5A-MR QM Parametric dist. YES YES
WREF331F IPSL-CM5A-MR QM Empirical quant. NO NO
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Figure 11. (A) Times that the techniques are not eliminated in the multi-objective analysis (bias

correction approach); (B) Times that the RCMs are not eliminated in the multi-objective analysis (bias

correction change approach).

4.3. Ensembles of Predictions to Define More Representative Future Climate Scenarios

We considered four options to define the most representative future scenarios by applying

different ensembles of potential scenarios deduced from the available climate models. Two ensemble

scenarios were considered by combining all future series (under different RCMs simulations and
correction techniques) generated by delta change (E1) or bias correction (E2). This combination was
done as equifeasible members. From the multi-objective analysis, two other combinations were defined

using only the uneliminated models (E3) (in delta change approach) or the uneliminated combinations
of models and correction techniques (E4) (in bias correction approach), assuming that we do not trust
the eliminated ones.
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In terms of future temperature statistics, the ensemble scenarios defined with the lumped approach
(Figure 12) show practically the same increment in monthly means. The standard deviation estimated
using delta change approaches are quite similar to the historical, but both ensembles defined by
applying bias correction show significantly lower values.

In terms of future precipitation statistics, almost the same reduction in future mean values are
predicted by all the ensembles for every month (Figure 12). The standard deviation of the future
precipitation predicted using the delta change approaches are more similar to the historical (as for
temperature variable) than those defined by applying bias correction, whose values are significantly
lower. The scenarios under the same approach provide very similar statistics.

—@—E1 (delta change) E2(bias correction) == E3 (delta change) --- E4 (bias correction) == Historical
Mean P: 376.4 mm.year" Mean P: 385.3 mm.year’ Mean P:380.9 mm.year' Mean P:385.2 mm.year’ Mean P: 524.6 mm.year"
MeanT:18.7 °C Mean T: 18.7 °C MeanT: 18.7°C MeanT: 18.6 °C MeanT: 14.2 °C
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Figure 12. Mean and standard deviation of future precipitation and temperature series obtained by the
four ensemble options (E1, E2, E3, and E4)—lumped approaches.

The future ensemble precipitation scenarios were analysed in terms of drought statistics
(Figure 13). All four ensembles predict considerable increases in length, magnitude, and intensity of
droughts as others authors pointed out for different Mediterranean zones [8,9]. Note that, although
for a specific RCM model (Figure 10) we obtained some “strange” SPI values, smaller than —4
(see Section 4.1), which are usually considered as outliers, we do not obtain values smaller than —4
for any the considered ensemble scenarios in our case study. In our case study, the sensitivity of
the ensemble scenarios to the multi-objective selection is low, but some differences are observed.
The statistics are relatively similar in pairs considering the bias correction approach (E2 and E4
ensembles) and delta change approach (E1 and E3 ensembles). For example, for the threshold —0.84 SPI,
the statistic with higher changes between the two bias correction scenarios (E2 and E4) is the magnitude
with a relative change equal to 24.6%. For the two delta change ensembles (E1 and E3) the statistic with
higher changes is the length with a relative change of 1.5%. Nevertheless, the results are more sensitive
to the selection of bias correction or delta change approaches. The delta change approach produces
more extreme droughts, reaching intensity values of around —4 SPI, while the bias correction approach
does not produce droughts with SPIs higher than —2.9 (similar to the maximum historical intensity).

Nevertheless, an important con of using these ensemble scenarios, instead of multiple single
projections, is that we lose information about future climate uncertainties and their potential propagation.
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Figure 13. Drought statistics of future precipitation series obtained by the four ensemble options
(E1, E2, E3, and E4)—lumped approaches.

4.4. Sensitivity of Results to Spatial Scale

The results were also obtained in a distributed way. Figure 14 shows the spatial heterogeneity of
the climate change impacts on precipitation and temperature obtained using the distributed approaches.
It shows, in accordance with previous work [55], that significantly greater changes are predicted at

higher altitude.

We also analysed the sensitivity of the overall results at the catchment scale calculated using the
lumped or distributed procedures. Table 5 shows the mean reduction in precipitation and the overall
mean rise in temperature for the four scenarios considered.

Table 5. Changes of overall mean values for precipitation and temperature scenarios compared to

historical data.

Scenario

Lumped Case

Distributed Case

P T P

T

Absolute Changes (mm or °C)

E1l —147.9 4.5 —142.4 4.5
E2 —139.0 4.5 —131.9 4.6
E3 —1434 4.5 —149.4 45
E4 —139.1 44 —141.9 4.6
Relative Changes (%)
E1l —2821 3194 —27.16 31.66
E2 —-26.51 31.59 —25.16 32.05
E3 —2735 3174 —28.50 31.79
E4 —26.53  30.99 —27.06 32.49
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Figure 14. Spatial distribution of the mean relative change (expressed in %) in precipitation and
temperature obtained by the four ensemble options (E1, E2, E3, and E4)—distributed approaches.
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Changes in temperature are more homogeneous than in precipitation. The largest difference
between the distributed and lumped cases is 1.50% for temperature in scenario E4, and 1.35% for
precipitation in scenario E2. Changes in the overall mean between the various future ensemble
scenarios with respect to mean historical data are small. Figure 15 shows the monthly mean relative
change of the lumped case compared to the distributed case in an average year, in terms of mean and
standard deviation.

—m—E1 (delta change) E2(bias correction) — E3 (delta change) --- E4 (bias correction) =g~ Historical
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=

Month Month

Figure 15. Monthly differences in mean and standard deviation in an average year between distributed
(D) and lumped (L) approaches ((L — D)/D) x 100) for the four ensembles scenarios (E1, E2, E3 and E4).

The equifeasible ensembles (E1 and E2) yields the relative changes closest to zero. The maximum
relative changes for the E1 scenario are —4.12%, 0.41%, —4.07%, and 0.64% for mean precipitation, mean
temperature, standard deviation of precipitation, and standard deviation of temperature, respectively.
For the E2 scenario, the corresponding values are —4.25%, —1.16%, —5.64%, and —3.97%. Therefore,
considering an equifeasible ensemble, the differences between the lumped and distributed cases can be
considered insignificant. However, in the multi-objective ensemble, these differences are considerable,
since the uneliminated models and techniques are different (see Tables 3 and 4). The maximum relative
changes for the E3 scenario are 12.43%, 1.06%, 15.98%, and —3.21% for mean precipitation, mean
temperature, standard deviation of precipitation, and standard deviation of temperature, respectively.
The corresponding values for the E4 scenario are 11.63%, —2.33%, —28.17%, and —23.70%.

5. Limitations and Future Research Works

This work is focused on the assessment of potential future scenarios of climate change, taking into
account drought statistics. From a methodological point of view, the proposed approach is an important
step to define scenarios in a systematic and coherent way, taking into account meteorological drought
statistics. On the other hand, the proposed statistical correction of precipitation and temperature does
not preserve the energy balance when modifying the results from the RCM simulation, which could
have some drawbacks as other authors previously pointed out. They reduce the uncertainty of
simulations without providing a satisfactory physical justification, which can reduce the advantages
of RCMs [56]. On other hand, the reduction of uncertainty could not have importance when the
hydrological models have their own sources of uncertainty [57]. Nevertheless, the benefit of these new
scenarios when propagating meteorological droughts to hydrological, agricultural, and operational
drought have not been assessed yet. More research is required to study their propagation by using
hydrological, agronomical, and management models.
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In the application performed, the available data are not long enough to perform, explicitly,
a calibration and a validation of the model. This work shows how to proceed in these cases, assuming
stationarity of the series for an implicit validation of the model. Nevertheless, in the future, it should
be also interesting to test other cases where long-enough information allows for performing an explicit
validation of the model.

The proposed methodology is applied to the Alto Genil Basin (southern Spain), but could be
extended to other basins in different climatic regimes and with longer periods of data, in order to draw
more general conclusions.

6. Conclusions

In this research study, we propose a novel method to generate future potential climate scenarios to
analyse meteorological droughts. It is based on a non-equifeasible ensemble of scenarios generated by
correcting RCMs (using bias correction and delta change approaches), giving more weight to solutions
that provide better approximations of the historical statistics identified in multi-objective analyses.
We intend to provide consistent pictures of plausible future monthly scenarios, taking into account
basic statistics (mean, standard deviation, and asymmetry coefficient) and drought statistics (duration,
magnitude, and intensity) of the historical series and climatic model simulations. The drought statistics
are obtained by applying run theory to the associated SPI series.

An appropriate approximation of these statistics may significantly influence the analysis of climate
change impacts. A detailed analysis of the results obtained combining different hypotheses (correction
techniques, conceptual approaches, equifeasible or non-equifeasible ensemble, spatial resolution) was
performed for the Alto Genil Catchment.

All the RCMs considered in this study show important bias between control simulation series
and historical series, in terms of basic and drought statistics. The correction techniques analysed in
this work considerably reduce this bias. With the exception of the mean values, the statistics (basic and
drought) of the generated scenarios are quite sensitive to the conceptual approach assumed for the
correction (bias correction or delta change). If we only use a single model to generate the potential
future scenarios, we might obtain some “strange” results (for example, SPI values smaller than —4)
which do not appear when we use an ensemble of approaches based on different models. In order to
reduce the uncertainty due to the RCM employed, several approaches coming from different RCM
models should be considered. We propose the analyses of different equifeasible and non-equifeasible
ensemble solutions based on a multi-objective analysis.

A multi-objective analysis based on the goodness-of-fit to some statistics is proposed to identify
the approaches that provide more reliable approximations to basic (mean, standard deviation,
and asymmetry coefficient) and drought statistics (duration, magnitude, and intensity). It allows
discrimination of the inferior RCMs (in delta change solutions) and combinations of RCM models and
correction techniques (in bias correction approaches). The approaches obtained with the first-moment
correction technique, which is the most basic one, are always eliminated. Although it provides very
accurate results in terms of the mean, its bias regarding other statistics is quite high. The approaches
obtained by regression and QM empirical quantile techniques show better agreement between historical
and corrected control statistics, and yield a greater number of uneliminated approaches.

In our application, we also conclude that the sensitivity to the hypothesis assumed to define
the ensembles (equifeasible or non-equifeasible) is higher in the bias correction approach. Spatial
heterogeneity of the climate change impacts on precipitation is high in our case study. Significantly
greater changes are predicted in higher altitude areas. Nevertheless, the sensitivity of the overall
results at catchment scale, obtained by applying lumped or distributed procedures to perform the
calculations, is quite low. The four ensembles of projections for the future horizon 2071-2100 under
the emission scenario RCP 8.5, show considerable increases in length, magnitude, and intensity of
droughts. The average changes predicted using the four ensembles of scenarios for precipitation and
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temperature are quite similar for lumped and distributed cases. They are around —27% in precipitation
and +32% in temperature.
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