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Abstract: Due to the changes in the lighting intensity and conditions throughout the day, machine
vision systems used in precision agriculture for irrigation management should be prepared for all
possible conditions. For this purpose, a complete segmentation algorithm has been developed for a
case study on apple fruit segmentation in outdoor conditions using aerial images. This algorithm has
been trained and tested using videos with 16 different light intensities from apple orchards during the
day. The proposed segmentation algorithm consists of five main steps: (1) transforming frames in RGB
to CIE L*u*v* color space and applying thresholds on image pixels; (2) computing texture features of
local standard deviation; (3) using intensity transformation to remove background pixels; (4) color
segmentation applying different thresholds in RGB space; and (5) applying morphological operators
to refine the results. During the training process of this algorithm, it was observed that frames in
different light conditions had more than 58% color sharing. Results showed that the accuracy of the
proposed segmentation algorithm is higher than 99.12%, outperforming other methods in the state of
the art that were compared. The processed images are aerial photographs like those obtained from a
camera installed in unmanned aerial vehicles (UAVs). This accurate result will enable more efficient
support in the decision making for irrigation and harvesting strategies.

Keywords: fruit segmentation; video processing; different light intensities; artificial neural networks;
cultural algorithm; irrigation management

1. Introduction

Segmentation is an important step in designing machine vision systems for agricultural and
gardening purposes. Moreover, it is one of the most difficult and critical parts of such systems,
since background can contain objects with a wide variety of colors and textures similar to those of
the plants. Incorrect segmentation involves part of the background being considered as the object of
interest, and vice versa [1], thus reducing accuracy of the subsequent machine vision processes.

In general, segmentation has been applied in problems such as identifying plant species [2],
determining the growth state of the crop [3], and detecting plant diseases in images [4]. Usually,
image-based segmentation techniques consist of two main steps: preprocessing the image,
and classifying the pixels [5]. Classification is easier in applications with few background objects and
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artificial light conditions than in situations with many background objects and large color variations.
Dorj et al. [6] stated that estimating the production of citrus before harvesting is an important step in
predicting the space required for packaging, storing, and marketing. Due to the lack of tools to estimate
citrus trees production, this is currently done manually with low accuracy. Therefore, they believe that
using an image processing system would allow automatic estimation. For this reason, they presented a
method for recognizing trees and counting the number of fruits on them. The citrus counting algorithm
consists of these stages: conversion of RGB images to HSV color space; thresholding these images;
identification of orange color; noise removal; application of watershed segmentation; and counting.
The experiments indicated that the determination coefficient between the samples identified manually
and with the algorithm was 0.93.

In another study, Behroozi-Khazaei and Maleki [7] pointed out that using image processing for
garden operations, especially in segmentation, is a very challenging problem. They proposed an
algorithm for the segmentation of ripe grape clusters from leaves and background based on color
features, using artificial neural networks and genetic algorithms. Their database included 129 images
which are publicly available. Their results showed that the overall accuracy of the segmentation
algorithm was 99.4%.

Diseases in crops, herbs, and other plants reduce production and, hence, farmers’ income.
These diseases usually result in color changes, leaf spots, and veins. Identifying these diseases in initial
stages of growth helps combating and destroying them. Hu et al. [8] proposed a segmentation method
for diagnosing wheat leaf lesions using optimized multi- channel based on the Chan-Vese model.
For training the proposed algorithm, 55 images were taken in a day under natural light conditions at a
resolution of 3072 × 2304 pixels. The first step of analysis extracts three color channels with principal
component analysis (PCA) from the six channels of RGB and HSV color spaces, in order to use full
color information. In the next step, k-means method is used to get the initial lesion curve. Their results
showed that accuracy of segmentation for HSV and RGB was 79.02% and 82.57%, respectively, which is
15.5% and 60.1% less than the results of the method extracting three color channels using PCA.

Moreover, these applications include algorithms to segment vegetation from soil and distinguish
between healthy and stressed crops, as for example wheat. In many cases, digital images are taken
in the field and later processed on a desktop computer. In other cases, the device includes a wireless
camera with near real-time computer vision capabilities and desktop computer [9]. On the other
hand, Singh and Misra [10] proposed an automatic segmentation algorithm for identification and
segmentation of different plant and tree leaf diseases. The proposed method performs segmentation
based on genetic algorithms. Different steps of their algorithm include: taking images with a digital
camera; preprocessing input images for increasing quality and removing unwanted distortion of the
image; masking most of the green pixels; removing masked cells within the borders of contaminated
clusters; and getting useful segmentation for classifying various leaf diseases.

One of the most important applications of machine vision systems in agriculture is the estimation
of crop evapotranspiration for optimal irrigation purposes and some related parameters. The basis
of these systems is also a segmentation algorithm. Varied applications can be found in the current
literature. One of the main uses is the measuring of the canopy temperature distribution within
trees [11]. Another application is for testing the moisture content in leaves of lettuce samples [12].
In this regard, Hernández-Hernández et al. [13] proposed a method for choosing the optimal color
space for plant segmentation in the agricultural domain. To train the proposed algorithm, they took
182 images of two kinds of lettuce (var. Iron and Little Gem) and kohlrabi (var. Gongylodes) using
a digital camera in four different conditions of direct sunlight and clouds. They proposed a method
for training a color model based on different color spaces including RGB, HSL, YCbCr, YUV, L*a*b*,
L*u*v*, TSL, I1I2I3, and XYZ. The best color space is automatically selected depending on the case of
study. Finally, the pixels are classified as plant/soil by a probabilistic color model using normalized
histograms in the selected space. Classification results indicate that the proposed model has an
excellent accuracy, with an error of only 0.5% in the estimation of the percentage of green cover,
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which is later used for irrigation purposes. In another study, Li et al. [14] used a segmentation
algorithm to detect cotton in a field. This algorithm was trained under supervised and unsupervised
conditions. The first step employs simple linear iterative clustering (SLIC) and density-based spatial
clustering for applications with noise (DBSCAN), to generate superpixel regions which preserve edges.
Then, color and texture features are extracted from these regions, and the accuracy of cotton diagnosis
is assessed. The obtained results show that the proposed algorithm achieves an error of 0.45% on the
42 test images.

The main objective of the present research is to design a new algorithm to segment apples on
trees using images extracted from video under 16 different natural light conditions. The use of this
segmentation may be varied—e.g., detection of fruits for harvesting, calculation of the maturity state
of the fruit, among others—but in this case it is centered in the estimation of the volume of the canopy
that includes fruits, and the volume of the canopy that includes leaves and branches, compared to a
manual analysis of the images. This information can be used for detecting the difference of the crop
evapotranspiration in fruit trees and obtain a highly precise crop water demand. As described above,
the previous studies on segmentation in agriculture have three main deficiencies, which are addressed
in the proposed method. The first general problem is the low number of images used for training
and testing the proposed algorithms, which has reduced their reliability. Second, most works use
high-quality images captured in static mode; however, in many garden operations such as spraying,
the process must be applied in motion, resulting in low quality images. The proposed method should
be prepared for these conditions. Third, little research has been done on photographs taken throughout
day. Since light conditions change continuously during the day, the more the frequency of filming,
the more robust and accurate the algorithm training. It is interesting to observe that the improvement
in the accuracy of segmentation will be beneficial for the subsequent processes of crop monitoring,
yield estimate and irrigation scheduling, among others.

2. Materials and Methods

In general, the development of a new computer vision system involves the analysis and validation
of different techniques and features, before defining the steps of the proposed system. Depending on
the application, the segmentation algorithm can be the main stage of the process, or just a preliminary
step followed by other computations. Figure 1 shows a global outline of the methodology used for
creating the new algorithm for apple color segmentation. The steps of this process are described in the
following subsections, as indicated in the figure.
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2.1. Video Recording Under 16 Different Lighting Conditions

It is well known that light intensity changes continuously throughout the day. This must be
added to the weather conditions, which can vary from sunny to very cloudy. Thus, segmentation
algorithms should offer high accuracy in all conditions, so they should be trained under all possible
light intensities. In the present study, a digital camera (DFK 23GM021, CMOS, 120 f/s, Imaging
Source GmbH, Bremen, Germany) has been used to record video sequences. The light intensity of
each video was measured before filming using a TES 1339R Light Meter Pro (TES Electrical Electronic
Corp., Taipei, Taiwan). The videos were captured on 16 different days, with different times of day
and weather conditions, as described in Table 1. These videos are a representative sample of the most
common conditions in the area of study. Figure 2 shows a sample frame for each of these cases. It can
be observed that capture conditions (height and viewing angle) emulate aerial photographs obtained
from cameras installed in unmanned aerial vehicles (UAVs), flying at low altitude in order to have a
direct view of the fruits. In a drone flying at a high altitude and with a top view of the camera, the fruits
could not be seen as they would be too small and covered by the canopy. Due to the unavailability
of the drone, filming in this experiment was done by hand. The distance to the trees was variable
from 0.5 m to 2 m, and the viewing angle was 90 degrees, i.e., parallel to the ground. The trees filmed
each day are different and 5 distinct orchards were used in total. The videos were always captured
in daylight hours and the wind speed was very low or zero. After capture, the sample frames are
randomly divided in 70% for training the proposed algorithms, and the remaining 30% for test and
validation (15% each of them).

Table 1. Characteristics of the videos captured under 16 different light conditions. The videos were
obtained on different days. In the videos of evening and morning, the sky was clear.

Case
Number Capture Date Weather

Condition

Light
Intensity

(lux)

Time of
the Day

Video
Length
(min)

Total
Number

of Frames

Train/Test +
Evaluation

Frames

1 16 July 2017 Cloudy 1025 13:25 05:05 1830 1281/549
2 17 July 2017 Sunny 1863 11:10 10:04 3624 2537/1087
3 20 July 2017 Sunny 1958 14:30 01:03 378 265/113
4 23 July 2017 Cloudy 531 15:35 07:25 2670 1869/801
5 25 July 2017 Sunny 1694 16:36 10:17 3702 2592/1110
6 29 July 2017 Evening 796 18:05 12:09 4374 3062/1312
7 1 August 2017 Sunny 1415 10:15 11:05 3990 2793/1197
8 3 August 2017 Sunny 2150 13:15 03:14 1164 815/349
9 5 August 2017 Sunny 1920 12:00 12:25 4470 3129/1341
10 9 August 2017 Cloudy 827 14:10 07:23 2658 1861/797
11 10 August 2017 Evening 659 19:15 06:00 2160 1512/648
12 13 August 2017 Morning 316 07:25 18:04 6504 4553/1952
13 15 August 2017 Very cloudy 229 20:05 00:53 318 223/95
14 18 August 2017 Sunny 1369 09:05 06:34 2364 1655/709
15 20 August 2017 Cloudy 411 16:25 07:46 2796 1957/838
16 22 August 2017 Cloudy 384 17:15 02:32 912 639/274
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2.2. Analysis of Color Spaces

Some authors have pointed out the importance of selecting the optimal color space for each case of
interest in segmentation problems [15]. One color space could be effective depending on the problem
domain and the classifier applied. In this study 17 different color spaces have been analyzed: RGB,
HSV, YIQ, YCbCr, CMY, HSI, Improved YCbCr, L*a*b*, JPEG-YCbCr, YDbDr, YPbPr, YUV, HSL, XYZ,
L*u*v*, LCH and CAT02 LMS. The definition of these color spaces can be found in [15,16]. Since each
color space includes three channels, a total of 51 color channels are obtained for each pixel (although
some of them can be repeated, such as H in HSV, his, and HSL). The purpose is to find the optimal and
minimal selection of channels to be used as a part of the segmentation process.
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2.3. Analysis of Texture Features

In addition to color, texture can offer other valuable information to discriminate the objects of
interest from the background. Each object can have different kinds of typical textures. Many methods
have been proposed to represent texture, using different approaches. One of the most common
divisions is between soft and hard textures. In this context, soft textures are those that contain
homogeneous object pixels, and hard textures are those with heterogeneous object pixels. Since the
background of extracted video frames contains different objects, such as leaves and small branches,
and each object has a unique structure, using these features is useful for removing background objects
with hard textures that are not apples.

For this reason, local entropy, local standard deviation and local range were investigated to find
the most adequate texture features for partial segmentation. These texture descriptors have been used
in previous research as an effective method to detect the transition between regions in images [17].
In fact, it can be considered that any feature capable of removing more pixels from the background
with no damage to apple pixels is a suitable texture feature. Specifically, these three measures are
defined as the entropy, the standard deviation and the range (difference between the maximum and the
minimum value) in a neighborhood of 9 × 9 pixels around each pixel of interest, respectively. Let i(j)
be the intensity of each pixel in this neighborhood for j = 1, . . . , 81; and N(v) the count of pixels with
intensity value v (calculated from i(1), . . . , i(81), for v = 0, . . . , 255). The entropy, standard deviation
and range in this case are defined, respectively, as:

Entropy = ∑255
v=0

N(v)
81

· log2

(
81

N(v)

)
(1)

StdDev =

√
∑81

j=1 i(j)2/81 −
(
∑81

j=1 i(j)/81
)2

(2)

Range = max
j=1,...,81

i(j)− min
j=1,...,81

i(j) (3)

2.4. Intensity Transformation Method

The intensity of the pixels can also provide more information for the process of segmentation.
When the objects of interest present shades lighter or darker than the background, a simple thresholding
method can be used to eliminate a large part of the background. This is the case of the current problem,
where apple pixels have lighter intensities than many objects in the background.

There are different methods to convert an RGB color image to a grayscale intensity image; the most
common way is by weighting the channels as: 0.299 × R + 0.587 × G + 0.114 × B. However, individual
channels in RGB could also be used as a type of grayscale conversion. Figure 3 shows a sample of these
possible intensity transformations. Due to the typical color of apples, it can be observed that the R
channel is the most adequate to segment background pixels by intensity. This has been observed for all
the lighting conditions. Therefore, a part of the segmentation consists of extracting the R channel and
applying a given threshold. That is, all pixels within the R channel below the threshold are considered
as background.
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2.5. Morphological Operators

Morphological operators are local filters that use AND and OR Boolean functions on binary
images [18]. They provide a wide range of functionalities, including opening, closing, filling holes,
removing boundary pixels of objects, thinning, thickening, and removing objects with fewer pixels
than a threshold [19]. Outdoor image processing can be affected by different sources of noise in each
stage of analysis, due to natural light and background objects. Operators are required to remove these
types of noise. Therefore, in different parts of the proposed segmentation algorithm, first operator open
and then close are applied to remove objects with less than 100 pixels. This threshold was empirically
chosen based on noise features observed in the images. It roughly corresponds to objects with a
diameter less than one centimeter.

2.6. Color Sharing Under Different Light Intensities

Given any two frames, color sharing can be defined as the amount of color information which
is shared between them. Finding color sharing between different frames extracted from the videos
under the 16 different light intensities, can help determine the most adequate method for performing
segmentation. If the percentage of color sharing is minimal, capture mode can be first predicted
using a classifier and then apply a specific segmentation process. However, if color sharing is large,
a series of thresholding rules for the 16 different capture modes can be defined for obtaining the final
segmentation. For this purpose, in this study, a new method has been used to estimate the amount
of color sharing between capture conditions. This method consists of three parts: extraction of color
features from the frames; selection of the most effective features using a hybrid of artificial neural
networks; and estimation of frame sharing using another hybrid of artificial neural networks.

2.6.1. Extracting Color Features

Color features extracted from the frames are divided into two main categories. The first category is
the mean and standard deviation of pixels in different color spaces, and the second category is made up
of different vegetation indices. Assuming a certain color space with channels (A, B, C), the first group
of features consists of the mean and the standard deviation of A, B, and C, and the mean of the three
channels. These seven features are extracted from the same 17 color spaces presented in Section 2.2.
This way, the total number of features in this category is 7 × 17 = 119, although, as described above,
some of them can be repeated. Specifically, there are 10 channels that are shared by different spaces,
of which a total of 30 repeated features are obtained.

On the other hand, features related to vegetation indices are different combinations of color
components proposed by other authors for problems of color analysis in agriculture. Table 2 presents
the definition of these 14 features for the RGB color space. These equations are also applied to the
17 color spaces mentioned above (although they are originally defined only for the RGB space),
obtaining additional features. The features extracted in this category are 14 × 17 = 238. Summing,
the color features extracted from each frame are 119 + 238 = 357.

Table 2. Color features extracted for each pixel, related to vegetation indices. Rn, Gn, and Bn refer to
normalized red, green, and blue, respectively.

Extracted Feature Formula for Calculating the Feature

Normalized first component of RGB Rn = R/(R + G + B)
Normalized second component of RGB Gn = G/(R + G + B)
Normalized third component of RGB Bn = B/(R + G + B)

Gray channel gray = 0.2898 × R + 0.5870 × G + 0.1140 × B
Additional green [20] EXG = 2 × Gn − Rn − Bn

Additional red [21] EXR = 1.4 × Rn − Gn
Color index for extracted vegetation cover [3] CIVE = 0.441 × Rn − 0.811 × Gn + 0.385 × Bn + 18.78

Subtraction between additional green and additional red [22] EXGR = EXG − EXR
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Table 2. Cont.

Extracted Feature Formula for Calculating the Feature

Normalized difference index [23] NDI = (Gn − Rn)/(Gn + Rn)
Green index minus blue [20] GB = (Gn − Bn)

Red-blue contrast [24] RBI = (Gn − Bn)/(Gn + Bn)
Green-red index [24] ERI = (Rn − Gn) × (Rn − Bn)

Additional green index [24] EGI = (Gn − Rn) × (Gn − Bn)
Additional blue index [24] EBI = (Bn − Gn) × (Bn − Rn)

2.6.2. Selecting the Most Effective Features

Using many features for measuring color sharing is not adequate due to the possible contradictions
among features, the existence of redundant information, and the computational cost required for doing
all color space conversions. Therefore, the best solution is to select the most effective features among the
extracted ones, that is, the parameters that offer a better differentiation between the different lighting
conditions. Different statistical methods, such as partial least squares regression [25], and methods
based on artificial intelligence, such as hybrids of artificial neural networks, can be used to perform this
selection. Methods based on neural networks usually have better results due to their random nature.
For this reason, this study utilized a hybrid of artificial neural networks and the simulated annealing
algorithm (ANN-SA) to find the most effective features. The SA algorithm is based on annealing of
metals. Annealing operations are performed to achieve the most stable and energy-efficient state of
the existing substance. At first, the substance is melted at a high temperature, and then temperature
is decreased step by step (at each step, the temperature is reduced, until it is balanced). This process
continues until the substance becomes solid. If the substance cools slowly, annealing will achieve its
goal. In contrast, if the substance cools quickly, the object will be brought into a local optimal state,
which does not have minimal energy [26].

The procedure begins with an initial state where all extracted features are considered as a vector.
In the following step of the simulated annealing, other vectors of different sizes are selected and sent
to the artificial neural network classifier, which is a multilayer perceptron. All the available images
are divided into 3 disjoint categories: the first group includes 70% of the data for training the ANN;
the second group contains 15% of the data for validation of the ANN; and the third group contains the
remaining 15% of the data for testing. The mean squared error (MSE) of each vector of features tested
in the ANN-SA process is recorded. The vector with the lowest value of MSE is selected as the set of
most effective features. Table 3 shows the parameters of the multilayer perceptron neural network
used to select the color features with the help of the SA algorithm.

Table 3. Parameters used in the multilayer perceptron neural network for the selection of the most
effective color features.

Parameter Value

Number of layers 2

Number of neurons
First layer: 8

Second layer: 12

Transfer functions
First layer: hyperbolic tangent sigmoid

Second layer: hyperbolic tangent sigmoid

Backpropagation network training function Scaled conjugate gradient

Backpropagation weight/bias learning function Hebb with decay weight learning

2.6.3. Estimation of Color Sharing Rate

In this experiment, each light condition is considered as a class, so there is a total of 16 classes.
After selecting the most effective features in the previous step, color sharing is estimated using
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again a hybrid approach, in this case composed of a multilayer perceptron artificial neural network
and the cultural algorithm (ANN-CA). The cultural algorithm, like genetic algorithms, performs an
optimization process inspired in the real world [27]. In genetic algorithms, natural and biological
development are the source of inspiration, while in CA, cultural development and impacts of cultural
and social space in the individuals are considered, which ultimately leads to a model for solving
optimization problems.

In our case, the cultural algorithm is used to determine the optimal values for the parameters of
the multilayer perceptron neural network. This network has five adjustable parameters; when these
parameters have optimal values, the neural network classifier will achieve the highest performance.
These five parameters are: (1) the number of hidden layers of the network, (2) the number of neurons
per layer, (3) the transfer functions for each layer, (4) the backpropagation network training function,
and (5) backpropagation weight/bias learning function. The number of hidden layers can take a value
from 1 to 3, and the number of neurons in each layer could be at least 0 (meaning there is no hidden
layer) and at most 25.

The different functions required for the ANN are selected from those included in the neural
network toolbox of MATLAB [19]: 13 possible transfer functions for each layer; 19 back-propagation
training functions; and 15 backpropagation weight/bias learning functions.

Each possible solution of the cultural algorithm consists of a vector that has between four
and eight elements, each of them corresponding to a parameter of the network. For example,
vector x = {12, 14, tansig, logsig, trainlm, learnlv1} indicates that the analyzed network has two hidden
layers with 12 and 14 neurons, and transfer functions tangent sigmoid and log-sigmoid, respectively.
Also, the back propagation network training function and the weight/bias learning function are
Levenberg–Marquardt and learning vector quantization (LVQ1), respectively. For each vector, the ANN
is created and trained with the training set, and validated with the validation set. The result of each
possible vector is evaluated by the mean squared error (MSE) between the expected and obtained
output for the test set. Finally, the vector with the least MSE is used as the optimal vector for setting
parameters of the multilayer perceptron neural network. Table 4 shows the optimal values obtained in
this process.

Table 4. Values of the multilayer perceptron artificial neural network parameters adjusted by the
cultural algorithm (ANN-CA method).

Parameter Value

Number of hidden layers 3

Number of neurons
First layer: 25

Second layer: 25
Third layer: 25

Transfer functions
First layer: hyperbolic tangent sigmoid

Second layer: hyperbolic tangent sigmoid
Third layer: hyperbolic tangent sigmoid

Backpropagation network training function Levenberg–Marquardt

Backpropagation weight/bias learning function LVQ1 weight learning

3. Results

The proposed segmentation algorithm uses a combination of the methods described in
the previous section, including color analysis, texture features and intensity transformations.
The arrangement of these steps is designed with the purpose of achieving a very accurate and efficient
segmentation of the apples under all lighting conditions.
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3.1. Segmentation by Thresholding in Color Spaces

Figure 4 shows a sample image of apples in six different color spaces, RGB, HSV, YCbCr, CMY,
HSL, and L*u*v*. As can be seen, many pixels in the background present similar colors to those
corresponding to the apples. This indicates that it is not possible to apply a simple thresholding
method for removing all the background with these color spaces, since apple pixels would also be
removed. However, it is also evident that thresholding can help solve a large part of the problem,
by removing pixels which are clearly outside the color range of apples. This is particularly interesting
in the L*u*v* color space (Figure 4f), where it can be observed that violet pixels (i.e., a high value of L*
and v*, and low of u*) correspond to apples and partially to the leaves, while blue pixels (i.e., a low
value of L* and u*, and high of v*) always belong to the background. Thus, in this color space, a large
part of the background will be removed by applying a given threshold to L*u*v*. By visual inspection
of different samples, it was observed that a threshold of 95 to the three channels was useful to remove
most background (all pixels below this threshold are considered background).
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Figure 4. Sample apple tree image under six different color spaces. (a) RGB color space. (b) HSV
color space. (c) YCbCr color space. (d) CMY color space. (e) HSL color space. (f) L*u*v* color space.
For visualization purposes, the three channels of each space are represented in the R, G, and B channels.

3.2. Optimal Texture Features for Segmentation

An example of the application of the three previously defined texture features—local entropy,
local standard deviation, and local range—is presented in Figure 5. The soft nature in the texture of apples
results in the appearance of low values in all texture descriptors. On the other hand, the background is
more likely to have sharper textures due to the leaves and branches, producing higher texture values.
This way, a threshold can be applied to the texture descriptor to remove a large part of the background.
Analyzing the three descriptors, the local entropy has very large values, while local range shows very low
values, what could lead to over or under segmentation, respectively. For this reason, the local standard
deviation texture descriptor was selected as an adequate intermediate option.
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samples of the videos produced in 796, 1920, and 659 lux. (b,e,h) Results from the intensity 
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Figure 5. Sample result of three texture features in an image of apples. (a) Original color image.
(b) Image obtained by applying local range feature. (c) Local entropy feature. (d) Local standard
deviation feature.

3.3. Intensity Transformation for Segmentation

Segmentation by pixel intensity is another important part of the proposed method. Some sample
results of this step are depicted in Figure 6, using videos captured in different conditions.
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Figure 6. Sample results of applying intensity segmentation on apple images. (a,d,g) Three color
samples of the videos produced in 796, 1920, and 659 lux. (b,e,h) Results from the intensity
transformation by selecting the R channel. (c,f,i) Segmentation images after applying the threshold.

The threshold has been empirically set to 75 by trial and error. It is interesting to observe that,
although the videos were captured under varied light intensities, it is possible to find a fixed threshold
to remove most of the darkest pixels belonging to the background, including parts of leaves, trunks and
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branches of trees. A more detailed examination of these images shows that parts of the trees that are in
the background and in the shadow are removed more than other parts of the images, which is due to
the threshold chosen. As in the other cases, this threshold was obtained by trial and error. Since an
incorrect value of the threshold could remove some areas of the apples, the threshold sensitivity is
very high, stating that it should not be too restrictive.

3.4. Optimal Structure of the Segmentation Steps

The previous subsections have described the way in which color, texture and intensity can be
applied separately to partially solve the segmentation problem. Moreover, the combination of these
three methods can achieve the benefits of each one. However, the order in which they are applied can
have an important effect on the resulting segmentation. In order to show this effect, Figure 7 presents
the results of different possible orders of these steps, before applying the final segmentation process.
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Figure 7. Results of different orders of the color, texture and intensity steps on the segmentation
algorithm. (a) Original color image of the apples. (b) Segmentation in texture, color and intensity
order. (c) Segmentation in intensity, texture and color order. (d) Segmentation in color, texture,
and intensity order.

In Figure 7b, a large part of the leaves and branches have remained, while many pixels have been
removed from the apples. Figure 7c shows that despite the elimination of apple pixels is minimal,
much of the background pixels have remained. Consequently, these two orders on the segmentation
algorithm would produce large errors. However, Figure 7d shows that in this order, in addition
to removing a large part of the background, the removal of apple pixels is minimal and near to 0.
The ordering of color, texture and intensity increases segmentation accuracy, and will be applied in the
first step of the process.

3.5. Color Sharing Percentage of Frames in Different Modes

Although the input videos were recorded on different days, with different lighting conditions and
times of the day, it is evident that they share a lot of color information in common. More specifically,
Table 5 shows color sharing percentage of some frames in the 16 different filming conditions.
Color sharing is defined as the similarity of colors between different classes, given by the misclassified
frames of the technique presented in Section 2.6 using hybrid ANN-CA method. That is, classification
errors in the confusion matrix of Table 5 correspond to color sharing between classes, while elements
on the main diagonal of this matrix indicate the number of correctly predicted samples.
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Table 5. Confusion matrix of the classification of 43,914 frames in the 16 classes corresponding to the different lighting conditions, using color features and the hybrid
ANN-CA method. Rows: real classes. Columns: predicted classes. The percentage of color sharing of each class is defined as the percentage of frames of that class
classified in a different class.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 Color Sharing
by Class (%)

Total Color
Sharing (%)

1 330 0 0 200 0 520 0 0 0 90 0 440 0 0 250 0 81.97

58.96

2 0 180 70 0 1330 0 90 104 1320 0 0 10 0 290 200 30 93.93
3 18 0 262 6 0 0 10 0 10 24 0 42 0 0 6 0 30.69
4 110 0 0 510 0 830 0 0 0 300 0 710 0 0 210 0 80.90
5 0 232 150 0 1710 0 50 30 990 0 0 0 0 520 0 20 53.81
6 80 0 0 160 0 2310 10 0 0 290 0 1300 0 0 224 0 47.19
7 0 50 20 30 160 130 2750 80 140 80 0 360 0 20 130 40 31.08
8 0 126 0 0 24 0 44 258 618 0 0 12 0 82 0 0 75.29
9 0 230 80 0 1270 0 170 380 1930 0 0 0 0 330 30 50 56.82
10 0 0 0 78 0 470 180 0 40 1030 0 740 0 0 120 0 61.25
11 0 0 10 20 0 120 1090 0 70 90 0 550 0 20 190 0 100
12 220 0 30 70 0 770 300 30 0 180 0 4330 0 0 574 0 33.27
13 30 0 12 0 0 41 8 0 0 65 0 132 6 0 24 0 98.11
14 0 30 10 0 710 0 20 80 580 0 0 24 0 890 0 20 62.35
15 30 0 10 90 0 760 20 0 0 90 0 860 0 0 936 0 66.52
16 0 10 0 0 40 0 110 30 72 0 0 30 10 30 90 490 44.05
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It can be observed that the lowest sharing amount is obtained for the third class, with only
30.69% color sharing. On the other hand, the highest sharing is for the 11th class, with 100% sharing.
Results indicate that the total color sharing is 58.96%, which is a very high value. Figure 8 illustrates
the receiver operating characteristics (ROCs) of the ANN-CA classifier for the 16 different classes.
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The ROC graph is a curve that relates false positive and false negative samples of a given class
for a classifier. In general, a vertical graph means that all samples are classified correctly. However,
as shown in Figure 8, some graphs have a large distance from the vertical state, which means that
few frames are classified correctly. This sharing can have many reasons. For example, some parts of
the images are in shadows, making them similar for all the classes. Apple color depends not only
on the light conditions, but also on the ripening state; the images show apples which are ripe and
unripe. There is also a great variety in the number of apples in different frames, the size of them, etc.
Therefore, based on these results, it was found that classifying frames in different light intensities,
as an intermediate step for color segmentation, is unfeasible. Thus, the best approach is to perform the
final color segmentation independently of the intensity classification.

3.6. Color Thresholding of the Apples

As discussed, it is not feasible to classify frames in light intensity classes. Instead, in the final
segmentation step, after the application of the process defined in Section 3.4, the characteristic color
of the apples will be modeled using a color thresholding approach, considering all 16 different light
intensities. Specifically, Tables 6 and 7 present the 92 predefined thresholds for the final segmentation
process, using the original RGB color space.

The thresholds are defined as a Boolean AND combination of conditions on the first, second and
third components of RGB, and the relative differences between components. For example, the first row
of Table 6 indicates that if a pixel has an R value between 222 and 245, G value between 191 and 203,
B value between 162 and 173, and the difference G-B is between 0 and 35, then the corresponding pixel
is considered as background and should be removed. These thresholds are defined in an empirical
process of trial and error, guided by a human expert. Intervals for applying thresholds are small,
in order to distinguish small differences in the colors of background objects, such as branches, trunks of
trees and leaves, that have color similarity with apples. Finally, a pixel is considered as a part of
an apple if none of the thresholds are met. The complete flowchart of the proposed segmentation
algorithm is presented in Figure 9.
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Table 6. Thresholds defined in RGB color space for the segmentation of background pixels.

Rule Number R G B R-G R-B G-B

1 [224,245] and [191,203] and [162,173] and - - [0,35]
2 [178,197] and [170,200] and [150,180] and - [0,20] -
3 [102,125] and [85,105] and [35,60] and [0,25] - -
4 [185,205] and [170,190] and [7,30] and [0,15] - -
5 [230,242] and [196,210] and [138,155] and [0,35] - -
6 [181,190] and [154,160] and [120,126] and [0,35] - -
7 [114,120] and [80,87] and [35,43] and [0,35] - -
8 [140,160] and [113,125] and [110,130] and - - [0,5]
9 [170,180] and [135,170] and [100,145] and - - [0,10]
10 [220,250] and [210,240] and [140,185] and - [0,10]
11 [208,230] and [195,210] and [125,135] and [0,20] - -
12 [150,165] and [140,155] and [37,50] and [0,15] - -
13 [200,225] and [180,200] and [155,180] and - [0,20] -
14 [215,230] and [155,170] and [130,150] and [0,30] - -
15 [185,195] and [170,185] and [120,130] and [0,20] - -
16 [142,167] and [120,139] and [67,97] and [0,30] - -
17 [170,185] and [155,170] and [13,30] and [0,20] - -
18 [200,222] and [175,202] and [110,125] and [0,35] - -
19 [198,225] and [186,210] and [50,76] and - [0,20] -
20 [178,182] and [164,167] and [126,133] and [0,18] - -
21 [98,116] and [70,98] and [50,83] and [0,30] - -
22 [129,140] and [110,120] and [109,120] and - - [0,10]
23 [239,255] and [230,255] and [55,170] and - [0,25] -
24 [180,255] and [180,255] and [180,255] and - - -
25 [160,200] and [149,180] and [30,60] and [0,20] - -
26 [200,220] and [190,210] and [120,145] and [0,15] - -
27 [125,140] and [117,130] and [25,42] and - [0,15] -
28 [170,190] and [140,155] and [130,140] and - - [0,20]
29 [178,185] and [125,140] and [105,125] and - - [0,25]
30 [195,220] and [185,210] and [135,155] and [0,15] - -
31 [220,235] and [195,215] and [150,180] and [0,30] - -
32 [92,102] and [82,94] and [20,35] and [0,15] - -
33 [100,110] and [75,90] and [68,82] and - - [0,15]
34 [220,230] and [193,207] and [125,145] and [0,30] - -
35 [212,230] and [202,220] and [20,38] and [0,15] - -
36 [105,108] and [74,77] and [64,66] and - - [0,15]
37 [96,100] and [74,78] and [66,70] and [0,10] - -
38 [95,127] and [91,110] and [85,90] and [0,35] - -
39 [150,155] and [136,140] and [119,122] and - - [0,20]
40 [146,166] and [133,150] and [49,54] and [0,20] - -
41 [97,110] and [84,95] and [30,45] and [0,15] - -
42 [120,135] and [100,115] and [55,68] and [0,25] - -
43 [120,155] and [95,120] and [80,100] and - - [0,25]
44 [195,210] and [160,185] and [125,150] and [50,70] - -
45 [110,115] and [75,78] and [57,78] and - - [0,20]
46 [115,130] and [100,115] and [49,55] and [0,20] - -
47 [132,142] and [78,85] and [52,58] and - - [0,30]
48 [92,130] and [63,95] and [12,35] and [0,35] - -
49 [220,225] and [226,242] and [102,110] and - [0,20] -
50 [127,142] and [96,110] and [68,77] and [0,35] - -
51 [120,140] and [85,110] and [50,67] and - [0,40] -
52 [100,160] and [100,160] and [10,50] and [0,10] - -
53 [189,200] and [171,191] and [60,9] and [0,15] - -
54 [105,120] and [85,100] and [48,60] and [0,25] - -
55 [225,235] and [170,180] and [135,145] and - - [0,35]
56 [215,220] and [195,205] and [150,160] and [0,25] - -
57 [190,202] and [179,190] and [48,53] and [0,20] - -
58 [109,122] and [68,90] and [42,58] and - - [0,35]
59 [109,120] and [65,80] and [69,75] and - [0,35] -
60 [129,140] and [89,95] and [64,75] and - - [0,27]
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Table 6. Cont.

Rule Number R G B R-G R-B G-B

61 [191,195] and [170,178] and [128,132] and [0,25] - -
62 [155,170] and [132,152] and [100,125] and [0,35] - -
63 [95,105] and [57,72] and [27,42] and - - [0,35]
64 [110,135] and [90,120] and [85,110] and - - [0,15]
65 [250,255] and [182,188] and [146,149] and - - [0,40]
66 [215,220] and [183,190] and [135,140] and [0,35] - -
67 [113,122] and [87,93] and [81,87] and - - [0,10]
68 [227,242] and [211,225] and [72,82] and [0,20] - -
69 [164,172] and [150,159] and [95,105] and [0,20] - -
70 [139,145] and [111,120] and [70,81] and [0,35] - -
71 [142,152] and [118,127] and [90,107] and - - [0,30]
72 - - - - - - [0,10] - -
73 [122,131] and [105,110] and [56,60] and [0,22] - -
74 [230,245] and [165,175] and [120,130] and - - [35,50]
75 [225,235] and [170,180] and [135,145] and - [0,40] -
76 [90,110] and [55,80] and [40,62] and - - [0,20]
77 [195,207] and [179,182] and [25,33] and [0,27] - -
78 [244,248] and [232,236] and [84,88] and [0,15] - -
79 [181,189] and [169,178] and [113,121] and [0,15] - -
80 [190,210] and [180,205] and [110,125] and [0,20] - -
81 [190,210] and [160,180] and [140,170] and - - [0,20]
82 [212,220] and [193,205] and [125,148] and [0,25] - -
83 [98,108] and [82,90] and [22,38] and [0,25] - -
84 [202,227] and [185,215] and [35,40] and [0,20] - -
85 [215,237] and [215,227] and [45,65] and - [0,15] -
86 [170,205] and [165,185] and [87,100] and [0,20] - -
87 [125,160] and [110,145] and [55,90] and [0,20] - -
88 [222,230] and [161,169] and [130,137] and - - [0,35]
89 [155,185] and [130,165] and [110,150] and - - [0,20]
90 [195,215] and [165,195] and [120,140] and [0,35] - -
91 [120,128] and [110,118] and [40,55] and [0,15] - -
92 [95,115] and [49,70] and [25,50] and - - [0,25]
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3.7. Accuracy, Performance and Efficiency of the Proposed Method

Parameters such as accuracy, performance and speed are required to assess the effectiveness
of a method. In this regard, the values of these parameters have been calculated for the proposed
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segmentation algorithm using the test set. Moreover, in order to make a fair and comprehensive
comparison, two recent and powerful alternative methods have been implemented, based on neural
networks and color histogram models.

3.7.1. Accuracy and Comparison of the Proposed Segmentation Algorithm

To measure accuracy, the 13,172 test images were manually classified by a human operator.
To simplify this hard task, the pixels were grouped by color similarity, producing a total of
210,752 objects (i.e., small groups of neighboring pixels of similar color), 92,204 corresponding to
apples, and the remaining 118,548 to the background. Table 7 shows the obtained confusion matrix,
and the corresponding accuracy of segmentation algorithm, considering this ground-truth. Figure 10
shows the final segmentation results for five sample frames taken at different light intensities.

Table 7. Confusion matrix and accuracy of the proposed apple segmentation algorithm in the test set.

Predicted/Real Class Apple Background All Data Classification
Error by Class (%)

Classification
Accuracy (%)

Apple 91,406 798 92,204 0.865
99.12Background 1052 117,496 118,548 0.887
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These results are compared with two segmentation methods. The first alternative is based
on neural networks and the particle swarm optimization (PSO) metaheuristic algorithm [28].
This algorithm performs an iterative process to optimize the parameters of the ANN for the problem
considered. For each color object, the three channels of RGB, HSV, YCbCr, CMY, HSL, and L*u*v* color
spaces are computed. These 18 values are the input of the ANN. The PSO method selected an optimal
configuration of one hidden layer with 10 neurons, and one output layer with the apple/background
classification. The results obtained by this method in the apple images are presented in Table 8.

Table 8. Confusion matrix and accuracy of the segmentation algorithm using neural networks on the
test set.

Predicted/Real Class Apple Background All Data Classification
Error by Class (%)

Classification
Accuracy (%)

Apple 87,090 5114 92,204 5.55
95.23Background 4932 113,616 118,548 4.16

The second method used for comparison is also based on a recent research by
Hernández-Hernández et al. [13]. The basis of this method is to estimate the probability that a
color belongs to the classes of interest by using the Bayes rule. This estimation requires a model of
the probability density functions for each class, which is done using color histograms of the training
samples. The optimal color space and channels are chosen in an iterative algorithm that tests all
possible combinations. In our case, the technique selected channel Cr in YCbCr space. Table 9 presents
the classification results on the apple samples.

Table 9. Confusion matrix and accuracy of the segmentation algorithm using color histogram models
on the testing set.

Predicted/Real Class Apple Background All Data Classification
Error by Class (%)

Classification
Accuracy (%)

Apple 88,103 4101 92,204 4.45
96.80Background 2645 115,903 118,548 2.23

3.7.2. Performance Measures of the Classifiers

To deepen more in the analysis of the results, three criteria have been used for assessing
performance of the segmentation algorithm. These criteria are sensitivity, specificity and accuracy.
By definition, sensitivity expresses the wrong placement of samples of the relevant class, and specificity
the wrong placement of the samples of other classes in the relevant class. Finally, accuracy is the
percentage of total samples correctly placed in their classes. These three criteria are computed using
Equations (4)–(6):

Sensitivity =
TP

TP + FN
(4)

Speci f icity =
TN

FP + TN
(5)

Accuracy =
TP + TN

TP + TN + FP + FN
(6)

Given a certain class A (which can be either apple or background), TP (true positive) is the number
of A samples that are classified correctly, TN (true negative) is the number of non-A samples correctly
classified, FN (false negative) refers to A samples that are misclassified in the other class, and FP (false
positive) refers to non-A samples incorrectly classified as A [29]. Table 10 shows the values of these
three criteria for the two classes, using the proposed method and the two alternative classifiers. As can
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be seen, apart from the specificity value of the apple class, which is 98.86%, the other values are higher
than 99%. This proves once again the great precision and excellent results of the described method.

Table 10. Measures of sensitivity (Sens.), specificity (Spec.) and accuracy (Accur.) of the proposed
segmentation algorithm and the two methods used for comparison: neural networks and color
histogram models.

Proposed Method Neural Networks Color Histograms

Class Sens.
(%)

Spec.
(%)

Accur.
(%)

Sens.
(%)

Spec.
(%)

Accur.
(%)

Sens.
(%)

Spec.
(%)

Accur.
(%)

Apple 99.13 98.86
99.12

94.45 94.64
95.23

95.55 97.09
96.80Background 99.11 99.33 95.84 95.69 97.77 96.58

3.7.3. Computational Efficiency of the Proposed Algorithms

All machine vision systems are composed of software and hardware components. The speed
of any algorithm is a function of the hardware characteristics and the algorithm itself. In this study,
a laptop with processor Intel Corei3CFI, 330M at 2.13GHz, 4GB of RAM, Windows 10, and MATLAB
2015a was utilized. In this machine, the experiments showed that the average processing time per
frame was 0.82 s, including image reading, segmentation and writing the result.

On the other hand, the neural network classifier had an average time of 0.95 s per frame.
Although this method does not include the steps of color, texture and intensity segmentation,
the computation of the five color spaces requires an additional processing time which is more
significant for large-size images.

The segmentation technique based on histogram color models was implemented in C++ using
OpenCV libraries, so it takes a shorter time of only 0.51 s per image. In any case, the two previous
algorithms could also be implemented in a compiled and optimized form, achieving a similar
computational efficiency.

4. Discussion

In general, the results show that the proposed segmentation algorithm is very accurate with
respect to the other recent alternative methods. Only 798 apple objects (as defined in Section 3.7.1) are
misclassified in the background class, which represents a 0.865% error. On the other hand, more than
99.11% of the background samples are correctly classified, with only 1052 misclassified samples. Finally,
the total accuracy of the method is 99.12%. The achieved accuracy is very similar in all the 16 different
light intensities considered. In comparison, the methods based on ANN and color models produce
95.23% and 96.80% correct classification, respectively. Although the last work reported an accuracy
around 99%, it poses problems in the classification of fruits under different light conditions. It is in this
case where the proposed heuristic method is able to show all its power.

Samples that are incorrectly classified can be due to similarity of different parts of the objects.
For example, this can happen in certain regions that are over- or under-saturated, due to the use of
natural lighting. It can be observed in Figure 10 that, in general, background pixels are correctly
removed in all modes, while apple pixels remain. However, some small parts of the apples are
misclassified as background, as in Figure 10g,h. The blossom end of some apples present brownish
colors, that can be confused with other parts of the tree. These problems also occur with the other
techniques, which present difficulties in the classification of reddish-brown branches.

Finally, the proposed apple segmentation method can be compared with other recent research
works. It has to be observed that, since the data collection is different, a direct comparison is
not possible. For example, this study utilized video filming, while most recent studies use static
photography with images of higher quality and resolution. However, indirect comparison can be useful
to get an overall idea of the results. In this regard, Table 11 shows the correct identification rate for the
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segmentation methods proposed in two studies conducted by Tang et al. [30] and Aquino et al. [31].
Tang et al. [30] focused on the segmentation of cauliflower, while Aquino et al. [31] on counting the
number of grape cubes with an artificial background. It can be remarked that the proposed heuristic
method has a considerably higher number of data than the two other studies, and it presents more
complex backgrounds and different light intensities. However, our method achieves a higher accuracy
rate, surpassing other state-of-the-art methods.

Table 11. Comparison of the segmentation accuracy of the proposed algorithm with respect to other
recent research works.

Method Number of Test Samples Accuracy Rate (%)

Proposed method 210,752 99.12
ANN method 210,752 95.23

Color histograms method 210,752 96.8
Tang et al. [30] 100 92.5

Aquino et al. [31] 152 95.72

5. Conclusions

In this study, the development of a new algorithm for segmenting apples in aerial images under
realistic outdoors conditions has been presented. This method will be combined with the crop
canopy method presented in [15] to obtain the total vegetal volume. Although the current research in
segmentation problems in agriculture is very extensive, some challenges and difficulties have been
obviated in most of the previous works. Particularly, any practical method should be able to work
using natural lighting conditions, which can produce large variations depending on the time of the
day and the weather conditions. Also, in order to achieve methods that are able to work in real
time, video input should be used instead of static photography, thus producing lower quality images.
All these issues have been addressed in the present research, which works with complex backgrounds,
16 different light intensities throughout the day, with the final purpose of being used in irrigation
management systems.

The paper describes not only the proposed heuristic method, but also the previous research by
which this result is reached. It has been observed that a prior classification on light intensities using a
neural network does not bring advantages. Hence, the proposed solution is an ad hoc process that
makes use of color, intensity and texture features to achieve a precise and efficient segmentation of
the apples, with an accuracy above 99% and taking less than 1 s on an average PC. Although the
algorithm is very simple in its technical aspect, it has proven to surpass other recent and more complex
approaches based on neural networks and color distributions. Its high efficiency is derived from the
use of predefined thresholds and color rules, obtained in an empirical way. However, this is also
its main weak point, since the adaptation to other kinds of fruits and working conditions would
require a complete adjustment of all the parameters. In that case, a new metaheuristic procedure
should be defined to perform an automatic, or semi-automatic, search for the optimum values of the
segmentation process.

Finally, the combination of the proposed method with the leaf segmentation technique in [15],
which offers an accuracy of 99.5% in the classification of the green cover, will allow a very accurate
solution for the combined segmentation of leaves and fruits.
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