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Abstract: A 3D numerical model is developed to study the flow characteristics of a double-spur
dikes field on Yangtze River during a flood process, which was presented by the variation of the flow
condition. The model is based on Navier–Stokes (NS) equations, the porous medium method (PMM)
is employed to treat the solid structures including the river bed surface, the volume of fluid (VOF)
method is applied to track the motion of the water surface during the flood process, and large eddy
simulation (LES) is adopted to capture the turbulence transport and dissipation. Using this model,
the target reach’s flow field before the construction of double-spur dikes is simulated first, while the
numerical results are compared to the field measurements on flow velocity and water surface level,
and fairly good agreements are shown. Then, the model is applied to reproduce the hydrodynamic
evolution during a flood process after double-spur dikes’ constructions, while the detailed 3D flow
fields are obtained under some certain states with different submergence rates of the spur dikes;
finally, the potential damage positions around these spur dikes are analyzed accordingly.
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1. Introduction

Spur dikes (also known as groynes) are one of the commonly used hydraulic structures in river
engineering. The importance of the research on local flow field around spur dikes is significant, either
to the development of fundamental hydrodynamic theory, or to the actual design and construction
of river navigation, scour prevention and ecosystem preservation projects. Over the past century,
groyne-related studies on some big rivers such as Mississippi River, Rhine River and Yellow River,
have attracted the attention of many scholars and engineers, such as Bowles et al. [1], Shields [2],
Ten Brinke et al. [3], Dong et al. [4], Jamieson et al. [5], Schloesser et al. [6], Braun et al. [7].

However, the complexity of the flow characteristics in these problems cannot be neglected.
The constructions of spur dikes in navigable waterways will inevitably lead to the change of not only
main flow patterns by narrowing the river width and increasing water depth, but also the local area
close to the hydraulic structures, at which the flow separation and circumfluence result in strong 3D
turbulence, while the pressure distribution is non-hydrostatic. Eventual balance is reached as flow
and structures strongly couple with each other, which is not easy to correctly capture but essential
for engineering applications. In particular, when submergence occurs during a flood process, the
river stage continues increasing until the spur dikes’ tops are submerged under the water surface.
The vertical flow structures as well the horizontal flow structures both contribute to the turbulence
formation, and therefore the flow field becomes much more unpredictable.

All these aspects make the study of local flow fields around the spur dikes difficult and a
longstanding challenge for hydraulic investigators. Therefore, the flume experiment was commonly
adopted for most researchers especially in the early stages. Rajaratnam and Nwachukwu [8] conducted
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an experimental study on the turbulent flow near a thin-plate groyne, while some observations were
also made on a groyne with a semi-cylindrical hose. Kuhnle and Alonso [9,10] did a series of flume
experiments around a submerged trapezoidal spur dike with different flow conditions; the flow field
and local scour were analyzed accordingly. Similar studies can also been found in other research
(Duan et al., [11,12]; Kang and Ji et al., [13]; Kang and Yeo, [14]; Zhang et al., [15,16]; Uijttewaal, [17]).

Benefit from the generation of computer information technology and numerical techniques,
numerical simulation has gradually become an effective way in this research area since the last decade
of 20th century. For example, Tingsanchali and Matheswaran [18] used a 2D depth-averaged model
which incorporated a correction factor of k-ε equations to calculate the distribution of bed-shear stress
around the spur dikes. Mayerle et al. [19] used a 3D model in which the static pressure was assumed
to study the relationship between the flow field and vortex behind the spur dikes. However, it can be
found that most of these numerical model (Molls and Chaudhry et al., [20]; Ouillon and Dartus, [21];
Nagata and Hosoda et al., [22]) adopted Reynolds-average methods e.g., the k-ε turbulence model,
which can be used to obtain the mean flow field but have problems in correctly reflecting the temporal
fluctuations in theory, and therefore are not suitable for some dynamic equilibrium cases such as vortex
shedding. In the present study, when the water level varies and the submergence may happen, this
kind of model may not accurately reproduce the dynamic coupling process between the fluid and
structures. Moreover, over-predictions of scour depths by these models have also been found by many
investigators in the simulation of local scour around spur dikes (Peng et al., [23]; Zhang et al., [15]).

Fortunately, more and more advanced turbulence models such as the large eddy simulation (LES)
model have been developed and improved in recent years, and they have achieved great success in
engineering applications, which offers an alternative solution to the Reynolds-average methods’ short
board. Therefore, some investigators started to introduce these models into the flow simulation around
spur dikes. Yu and Tang et al. [24] adopted LES to simulate the 3D flow around a non-submerged
spur dike and analysed the vortex downstream. McCoy et al. [25,26] studied the flow hydrodynamics
in a straight open channel with series of spur dikes using LES and analyzed the mixing-layer eddies
around the spur dike. Similar studies are also undertaken by Koken and Constantinescu [27–29] and
Khosronejad et al. [30,31]. However, it is a pity that the majority of these works focus on simplified
rectangle-shaped spur dikes cases under a single flow condition in experimental flumes, rather than the
actual river cases with complex bed forms. To the best of our knowledge, no previous researchers have
conducted studies on flow properties around multiple spur dikes field considering the variation of flow
conditions in a real-world river, in which the spur dikes change from non-submerged to submerged.

Therefore, we illustrate an application of a 3D numerical model combined with the porous
medium method (PMM) and LES scheme on an actual engineering case. This numerical platform
named NEWTANK has already been successfully used on a variety of hydrodynamic cases for
the past two decades (Lin and Li, [32]; Liu and Lin, [33,34]; Lin, [35]; Xue and Lin, [36]; Lin and
Cheng et al., [37]). The introduction of PMM not only gives this model the capability to predict flow
suction or injection through the porous bed, which is important for the model’s further development
to accurately simulate the local scour, but also allows structures like spur dikes and the complex bed
forms to be examined with the same numerical method as the rectangle mesh system, resulting in the
procedure of model building being much more convenient.

In the present study, we introduced the model firstly, and then presented verification against field
measurement of the target river reach before the double-spur dikes’ construction, afterwards, this
model was applied to investigate the flow characteristics after the construction of double-spur dikes, in
which the detailed 3D flow fields during their submergence processes along with the increasing water
levels were obtained, while the potential damage positions around these spur dikes were analyzed
accordingly for engineering purposes.
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2. Numerical Methodology

2.1. Mathematical Formula

In the present model, the motion of incompressible fluid outside a porous domain is described by
general Navier–Stokes (NS) equations in which turbulence is modeled by LES, while the flow motion
within the porous medium is described by the modified Navier–Stokes equations, which are obtained
by conducting a spatial average over a length scale larger than the typical pore size but smaller than
the characteristic length scale of the physical problem (Lin and Karunarathna, [38,39]):
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where ui is the spatially averaged flow velocity in i direction, p0 is the effective pressure, ρ, ν and n are
density, kinematic viscosity of fluid and effective porosity, respectively. The present model neglects the
last term on the right hand side of Equation (2) with the assumption of negligible mean turbulence
shear effect inside the porous medium. The force f i is caused by the presence of porous material, which
includes inertia and drag forces f i = f Ii + f Di. The inertia force represents the additional momentum
required to accelerate water in the porous medium that is known as the added mass phenomenon,
which can be obtained by summing up the contribution from each spherical particle and taking the
average as Equation (3). The drag force can be derived in a similar way as Equation (4) by introducing
the empirical formula of the drag coefficient for a single smooth sphere.
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where γp is the virtual mass coefficient, and d50 is the mean diameter of particles, while uc is the
characteristic velocity and CD is the drag force coefficient. More details about this method can be
found in Lin and Karunarathna [38,39].

The concept of two-phase flow is introduced into this model. The three dimensional PLIC-VOF
(piecewise linear interface calculation–volume of fluid) method (Gueyffier and Nadim et al., [40])
which originates from Youngs’ theory [41] is adopted to track the free surface motion. By introducing
a volume of fluid function F = (ρ− ρa)/(ρw − ρa), the VOF transport equation can be written as:

∂F
∂t

+
∂(uiF)

∂xi
= 0 (5)

With the help of the VOF function, the density of fluid can be rewritten as ρ = Fρw + (1− F)ρa.
Where the subscript w and a mean water and air.

The LES is employed to capture turbulence transport and dissipation in this model. After being
filtered by the spatial filter top-hat function, the sub-grid stress terms appear in the momentum
equations, which can be modeled by the Smagorinsky sub-grid scale model (Smagorinsky, [42]):
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where νt = Cs∆2
∣∣S∣∣ is the eddy viscosity, Cs is the Smagorinsky coefficient, ∆ = 3

√
∆x∆y∆z is the filter

size calculated by control volume ∆x, ∆y and ∆z.
∣∣S∣∣ = √2SijSij is the filtered strain-rate tensor, and

the expression for Sij is:

Sij =
1
2
(

∂ui
∂xj

+
∂uj

∂xi
) (7)

2.2. Numerical Implementation

This numerical model is constructed on a non-uniform Cartesian coordinate system, while a
staggered grid system is adopted. The scalars are defined at cell centers and vectors are defined at
the centers of cell faces. The Navier–Stokes equations are solved by the two-step projection method
(Liu and Lin, [33]). In the first step, the time derivative is discretized and an intermediate velocity is
obtained, and then in the second step, the intermediate velocity field is projected onto a divergence-free
plane to obtain the final velocity where the pressure is obtained by solving the Poisson equation.
A combined upwind and central scheme is used to discretize the convection terms and a central
difference scheme is used for the diffusion terms.

For the application of the PMM, all the cells are defined with different porosity based on what
kind of medium each is (fluid nf, structure nd or river bed nb, ns, while nb defines the percentages that
river bed takes in one cell and ns is the porosity of the sand bed) as Figure 1 shows:
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Figure 1. Porosity definition in the computational domain.

In the computational process, the same wall function that Khosronejad et al. [30] adopted for their
LES scheme model is applied to reconstruct the velocity components at the near wall nodes with the
obtained velocity vector resolved by the governing equations:

u
u∗

=

{
y+ y+ ≤ y+0
1
κ ln(Ey+) y+ > y+0

(8)

where y+ = yu∗/ν is the non-dimensional distance from the wall boundary, y+0 = 11.53, and κ = 0.41
is the von Karman constant. E is roughness parameter related to the roughness Reynolds number.

Considering a cell marked in the gray color in Figure 2 and the normal vector of bed surface is n,
the line paralleling with n passing through C point intersect the bed at point A point while intersecting
the upper cell at point B. The velocity vector at point B tangential to the bed slope of gray cell can
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be obtained by distance-weighted interpolation among the nearby cells on which the flow velocity is
solved by NS equations. With the help of the wall functions above, the friction velocity at point A can
be calculated, then the shear stress is obtained, in the process of which, the velocity vector at point C
can also be reconstructed for the momentum equations.
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The model’s two stability criteria are dictated by Liu and Lin [33]. One is related to the convection
process which is characterized by the Courant number (Cr) restriction, while the other stability
restriction is related to the diffusion process.

∆t ≤ min
{
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umax

,
Cr× ∆y

vmax
,
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wmax

}
(9)
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Therefore, the computational time step is automatically adjusted by these two criteria through
whole numerical process, and the Courant number used in the present study is relatively strict 0.1.
All the numerical cases are operated on a quad-core personal computer of 3.7 GHz along with 16 GB
of RAM.

3. Field Measurement

In this study, the Yangliuqi reach of the Yangtze River is selected, which is located at 1017.8 km
of the navigation waterway between Hejiangmen, Yibin City and Naxi, Luzhou City. The reach is
transitional shoal, and the channel bed consists of red sandstone covered by cobbles and boulders.
The double spur dikes (Figure 3) were constructed on this reach in 2011, and therefore two
different kinds of engineering cases are taken into consideration with the terrain contours from
field measurement shown in Figures 4 and 5.

One is the natural river case before the spur dikes’ construction (Case No.1), in which the surface
flow velocity is measured by electronic tachometer with a float technique while the buoys move along
four lines, and the water elevations are also observed at five different locations through reading water
gauges. The positions of the four lines and five locations are plotted in Figure 4 with black and blue
colors, respectively. In this case, the flow discharge of the reach inlet and the water levels of the reach
outlet are both measured for the numerical modeling.
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The other one is the double-spur dikes case about one year after the spur dikes’ construction
(Case No.2), in which the flow discharge of the reach inlet and the water levels of the reach outlet are
measured, as well as the terrain contours. From Figure 5, the double spur dikes built at the left bank
around the middle position of the reach can be seen clearly. All the flow conditions in above two cases
are summarized and listed in Table 1.
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Table 1. Flow conditions observed in field measurement for the two cases.

Case No. Total Flow Discharge (m3/s) Mean Water Elevation of Reach Outlet (m)

No.1 6270 256.2
No.2 3120 253.6

4. Model Verification

Since the flow velocity and water elevations are observed in the natural river case (Case No.1),
numerical verification is conducted accordingly. The computational domain of x and y directions
are totally the same as the target reach in Figure 4, while the z direction is from 235 m to 295 m.
The non-uniform grid system is used, while the cell numbers in three directions are 500, 150 and
220 respectively. In the x and y directions, the mesh is refined at the vicinity of spur dikes and stretch
to the channel inlet and outlet, resulting in minimum grid sizes of 0.8 m and 1.2 m in these two
directions. The domain in the z direction is divided into two regions separated by z = 252 m, from
which the grid spacing stretches to the domain top and bottom, resulting in a minimum grid size of
2 cm. The unit-width flow discharge of the reach inlet and the water elevation of the reach outlet
interpolated from the field measurement are taken as the boundary conditions for the numerical
run. Total computational time is 5000 s and the time step is automatically adjusted according to the
stability criteria mentioned before. The flow field of the target reach in the dynamic equilibrium
state is shown in Figure 6. The blue translucent contour represents the water surface and the gray
non-transparent contour is the bed surface, while the vectors show flow velocity and their colors
depend on the velocity magnitude.

To check grid dependence, another numerical case of a more refined mesh system with cell
numbers being 600, 200 and 250 is also conducted, using a similar mesh scheme, resulting in a
minimum grid size of 1.5 cm in the z direction. Using a personal computer, the numerical cases with
coarse mesh and refined mesh require 4 days and 9 days respectively.

After the dynamic equilibrium state is obtained, 200 s time-average windows were conducted
for the numerical results; then, the velocity magnitudes along four lines and water elevations at five
selected points are compared to the measurement data in Figure 7 and Table 2. From this it can be
concluded that the performance of this model is essentially invariant under the two different mesh
systems, suggesting this model can accurately reproduce the flow field and the variation of water
surface under the specified flow condition, and that good agreement can be obtained in comparison
with field measurement, while the relative errors of the flow velocity and water elevation are less
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than 9.6% and 9.9% for the coarse mesh, and 9.9% and 11.7% for the refined mesh, respectively
(dimensionless by water depth).Water 2018, 10, x FOR PEER REVIEW  8 of 15 
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5. Results and Discussion

Being validated by the above natural river case (Case No.1), this model is applied to the
double-spur dikes case (Case No.2) after their construction with the previous coarse mesh system.
The terrain contours in Figure 5 is employed, while the computational domain is totally the same
as the natural river case, as well as the cell numbers in three directions. The computational time is
10,800 s and the time step is also automatically adjusted.

The flow discharge and water elevation of Case No.2 in Table 1 are taken as the initial flood
conditions. After obtaining the equilibrium state under this condition, the flow field of the target
reach is shown in Figures 8 and 9. It can be found that the flow velocity of the main flow is much
larger than that of the circumfluence zone behind the spur dikes, which is mainly due to the shelter
effect of the structures. The double-spur dikes narrowed the river flow width and induced water to
move along the main navigation channel, which makes the reach more navigable. Under this flood
condition, the double-spur dikes’ tops are still above the water level, and therefore this is called the
“non-submerged condition”.
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Figure 8. The numerical results on 3D flow field of the double-spur dikes case under non-submerged
flood conditions (figure at bottom right shows the local flow field around the spur dikes with top view).

As the flow depth increases during a whole flood process, these two spur dikes will be submerged
underwater, in which condition the flow fields around the structures change a lot and the flow structure
is very different from the non-submerged case mentioned above. This process is implemented by
gradually increasing the water level and flow discharge until they obtain the same value as the Case
No.1 in Table 1 (flow discharge equals 6270 m3/s and the mean value of water level equals 256.2 m).
After achieving this flow condition with a larger flow discharge and higher water level, both of the
spur dikes are totally submerged under the water surface, which is defined as “submerged condition”
or “totally submerged condition”.

During the process from the “non-submerged condition” getting to the “submerged condition”,
there is a certain state when portions of the spur dikes are submerged to a shallow degree under
the water surface while other portions are still above the water, which is defined as the “shallow
submerged condition”.
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Figure 9. Locations of the selected velocity profiles.

To better understand the local flow characteristics around the spur dikes during the whole flood
process, six spots are selected (Figure 9), on which the vertical velocity profiles of these three conditions
are extracted from flow field data and plotted in Figure 10. Differences can be found between these
velocity profiles temporally and spatially, which proves again the flow separation and circumfluence
result in strong 3D turbulence around these spur dikes. Compared to the vertical velocity profiles
in “non-submerged condition”, the overtopping flow in “shallow submerged condition” makes the
vertical velocity profiles begin to show the shape of double crests, which can be seen clearly in Profile 1,
Profile 4 and Profile 5. When the “submerged condition” is obtained, we can find that at the locations
of Profile 2 and Profile 5, which are very close to these spur dikes, the velocity magnitudes at the upper
region of the whole flow depth have already achieved relatively large values due to the overtopping
flow, and their values are comparable to or even larger than those of the bottom region caused by the
circumfluence vortex.
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Figure 10. Vertical velocity profiles of the six selected locations for three different flood stages around
the double-spur dikes.

According to the field observation and corresponding flume test of the target reach (Jia and
She et al., [43]), the double-spur dikes are vulnerable in the “shallow submerged condition” and
“submerged condition”, and the phenomena of collapse always show, which are directly caused by the
intensive overtopping flow. To find the potential damage positions and offer guidance for engineering
reinforcement, the 3D flow fields of these two conditions are plotted in Figures 11 and 12, and the
depth-averaged velocity magnitude of the overtopping flow is calculated. The positions with relatively
large values in these two figures are highlighted with numbered yellow circles, which are also listed
with their velocity magnitudes in Tables 3 and 4.
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Table 3. Flow velocity at the potential damage positions in shallow submerged condition.

Location No. Depth-Averaged Flow Velocity (m/s) Positions (x, y)

1 0.85 485,531 m, 3,188,792 m
2 0.96 485,808 m, 3,188,806 m
3 0.92 485,820 m, 3,188,733 m
4 0.73 485,853 m, 3,188,681 m
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Table 4. Flow velocity at the potential damage positions in totally submerged condition.

Location No. Depth-Averaged Flow Velocity (m/s) Positions (x, y)

1 1.42 485,496 m, 3,188,865 m
2 1.23 485,534 m, 3,188,796 m
3 0.78 485,587 m, 3,188,743 m
4 1.09 485,792 m, 3,188,864 m
5 1.65 485,807 m, 3,188,804 m
6 1.82 485,817 m, 3,188,731 m
7 1.12 485,859 m, 3,188,697 m

In Figure 11 and Table 3, the overtopping velocity magnitudes at the four locations are 0.85 m/s,
0.96 m/s, 0.92 m/s and 0.73 m/s respectively, while continued scouring starting from small sediment
particles with relatively low threshold velocity may occur and cause damage to the solid structures;
therefore, extra engineering reinforcement should be conducted. When the “submerged condition” is
obtained, the double spur dikes are both submerged totally under the water. In Figure 12 and Table 4,
the overtopping flow has relatively large value at more positions. The seven yellow circles point out
the positions that structural damage may occur easily.

6. Conclusions

In this study, a three-dimensional numerical model based on Navier–Stokes equations which
can predict flow motion accurately is developed and applied to the simulation of a local flow field
under a flood process around double-spur dikes constructed on an actual river. The employment
of a LES turbulence model makes it have the capability to capture the variation of flow field as
the flow depth changes and submergence occurs, which can provide lots of useful information for
the design and construction of hydraulic structures, as well as damage protection in engineering
applications. The adoption of the porous medium method (PMM) enables this model to be conducted
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on a Cartesian coordinate system, resulting in a relatively easy modeling process. The good agreement
of the verification case implies that this model can be applied to further engineering practices on
structure–fluid interaction.

The simulation of the double-spur dikes case indicates that before submergence happens, the
flow velocity of the main flow is much larger than the local area of the spur dike due to the shelter
effect of the structures, while the spur dikes’ constructions narrow the river flow width and induce
the water to move along the main navigation channel, making the river reach more navigable. As the
flood stage increases, submergence should be taken into consideration, at the state that portions of
the spur dikes are submerged to a shallow degree under the water surface while other portions are
still above it; the overtopping flow may start to cause scouring and damage to the solid structures.
Then, while the spur dikes are totally submerged, more positions around the double-spur dike field
face danger to their engineering application. The locations that need extra engineering reinforcement
in different submergence states vary a lot in terms of space.
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