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Abstract: The traditional small-scale marine engineering experiments that are performed under
normal gravity fields always encounter one stubborn difficulty related to full-scale prototype models.
However, the difficulty can be resolved by centrifuge experiments that can generate hypergravity
fields in which the centrifuge acceleration is many times greater than the gravity acceleration. In this
study, the generation of solitary waves in hypergravity fields is proposed using solitary wavemaker
theory and scaling laws. A series of case simulations are performed under four different gravity
fields (1 g, 30 g, 50 g, and 100 g, where g is the gravity acceleration). These cases are presented and
discussed in detail to understand and verify the scaling laws and the stability of the solitary wave
during its generation and propagation within hypergravity fields. The numerical results show that
the waveform and the static pressure field that are obtained during the simulations performed under
different gravity fields agree well at the macroscale. Since the velocity field is sensitive to wave
attenuation, time lag, fluid viscosity and surface tension, some discrepancies can be found in the
velocity field. It should be noted that the fluid viscosity and surface tension have influence on the
wave attenuation. However, wave attenuation and time lag can be offset by a well-designed incident
wave condition.

Keywords: numerical wave tank; solitary wave; wave attenuation; piston-type wavemaker;
hypergravity field

1. Introduction

Coupled with the scarcity of land, population growth has led to the widespread overexploitation
of the coasts and oceans. Moreover, extreme climate changes have led to the more frequent occurrence
of extreme disastrous events, including storms and tsunamis [1]. Consequently, ocean engineering
and coastal engineering services are becoming increasingly necessary in severe environments due to
overexploitation and extreme meteorological and hydrological conditions. However, the quantification
of such new conditions remains to be explored, and current design codes still rely upon the use of
approximate and unverified empirical formulas without details of the wave-structure interaction
process or analogous processes that must be considered [2]. Therefore, there is a significant demand
for further research to address these topics and update the currently considered design codes and
construction approaches to ensure the reliability and durability of the structures serviced under extreme
meteorological and hydrological conditions. For this purpose, a series of studies have been performed
on a variety of topics, including simulations of tsunami propagation in the Pacific Ocean and its
impacts on the coastal regions of China [3,4], tsunami-induced sediment transport [5], on-bottom
stability analysis of cylinders under solitary waves [6], long wave and shelf interactions [7–13] and
flooding-building interactions [14]. Nevertheless, there is an inherent difficulty in such studies in that
the scale of the engineering involved tends to be massive, while prototype or full-scale experiments are
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difficult (if not impossible) to construct in most cases and are rather costly. For this reason, small-scale
models are always used in practice for the study of wave-structure interactions or other analogous
processes. However, because of the scale effect, self-weight stresses and gravity-dependent processes,
which are frequent in ocean engineering and coastal engineering, cannot be properly reproduced
by small-scale models, in which the self-weight stresses are very small compared with those of a
prototype. Furthermore, it should be noted that the stress-strain behavior of soils is nonlinear, and
therefore, the behavior of a downscaled model may not appropriately represent the soil behavior of its
prototype. As a consequence, despite their enormous cost, large-scale experiments and prototype-scale
experiments are in significant demand [15–17].

Nevertheless, self-weight stresses and gravity-dependent processes can be reproduced properly
in a small-scale model with the use of a centrifuge, which can produce a hypergravity field in which
the centrifugal acceleration is many times greater than the acceleration due to gravity; as a result,
the behaviors of the prototype-scale models can be properly studied [18]. Hypergravity fields generated
within a centrifuge are often labeled N g, where N is the ratio of the centrifugal acceleration to the
gravity acceleration. Hence, centrifuge experiments are frequently used in the laboratory to study
the actual behaviors of prototype models. For example, Brennan et al. [19] studied the strength
reduction in the upheaval buckling of buried pipes, Baziar et al. [20] investigated the responses
of underground tunnels to rupture reverse faults, and Candia et al. [21] discussed the response of
a retaining wall to seismic activity. In addition, centrifuge experiments have been developed to
study water-soil interactions (e.g., the research on submarine landslides presented by Coulter and
Phillips [22], Coulter [23], and Gue [24]). Meanwhile, wave tanks have been constructed within
centrifuge devices to facilitate research on the wave-induced liquefaction of sand beds [25–27].

However, at present, centrifuge experiments are considered solely for geotechnical engineering,
particularly because water wave problems, which constitute the basic focus of ocean engineering,
cannot currently be properly reproduced within a centrifuge. In addition, few individuals have
conducted research on water wave problems using centrifuge experiments; this is likely attributable to
the widespread reliance upon wave tanks to study natural phenomena such as wave reflection [28],
wave generation [11,29–31], and wave-structure interactions [7–17,32,33]. Unfortunately, wave
tanks cannot be properly constructed within a centrifuge due to their shape and scale. Although
Sekiguchi [25] and Sassa [26,27] created wave tanks within centrifuges, such tanks can be used only to
study geological phenomena, because the low-quality wave fields generated within relatively short
wave tanks are unable to meet the requirements of most ocean engineering experiments. Therefore,
there is a significant demand for research on the generation and propagation of water waves in
hypergravity fields.

Solitary wave, which is a type of long wave, has been used for decades to study the behaviors of
tsunamis because of the similarities in their wave hydrodynamics [10]. In addition, the interactions
between solitary waves and coastlines have drawn considerable attention with respect to various
wave processes, including wave disintegration, run-up, and transmission. In the present paper,
the generation and propagation of solitary waves onto a shelf in a shallow-water wave tank under
different gravity fields are numerically simulated. To verify the effectiveness of the numerical
wave generation and propagation simulations, the results are compared with reported experiments,
wavemaker theory and the numerical results that are generated under different gravity fields.
The piston-type wavemaker, which been used by many other researchers in both physical wave
tanks and numerical simulations of wave tanks [9,34], is considered for the generation of solitary
waves because of its high efficiency in shallow-water environments [34]. In addition, dynamic mesh
technology is utilized in this study to simulate the motion of the piston-type wavemaker. The unsteady,
two-dimensional, Reynolds-averaged Navier-Stokes (RANS) equations are solved in conjunction
with both the Renormalization Group (RNG) k-ε model used for treating the turbulence and the
volume-of-fluid (VOF) method for tracking the free surface.
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2. General Scaling Laws

The self-weight stresses and gravity-dependent processes involved in coastal, ocean and geological
engineering cannot be properly reproduced under normal gravity fields; therefore, the observations
derived from small-scale models cannot be related to observations from full-scale prototypes. However,
the centrifuge represents a powerful tool that can be used to reproduce the behavior of a prototype at
a small scale, because the magnitude of the produced centrifugal acceleration is many times greater
than the Earth’s gravity. The scaling laws for centrifuge modeling are shown in Table 1, where n is
defined as the ratio of the model length to the prototype length, L is the length, T is the time, and M is
the mass. In this study, the same fluid is considered.

Table 1. Summary of the basic centrifuge modeling scaling laws.

Parameter Dimension Model Scaling (General) Model Scaling (This Study)

Acceleration due to gravity LT−2 N N
Wave length L n 1/N
Wave height L n 1/N
Water depth L n 1/N
Piston stroke L n 1/N

Time T N−1/2n1/2 1/N
Wave celerity LT−1 N1/2n1/2 1

Density ML−3 1 1
Static pressure ML−1T−2 Nn 1

Kinematic viscosity
coefficient L2T−1 N1/2n3/2 1

As shown in Table 1, the model scaling that is considered for the kinematic viscosity coefficient is
N1/2n3/2, which indicates that the viscosity cannot be scaled unless n is defined as N−1/3. With this
scale, gravity similarity and viscosity similarity can coincide simultaneously. However, when n is
considered to be N−1/3, the model is not a small-scale model; on the contrary, it is a large-scale
model. In addition, experiments on large-scale models such as wave-structure interactions cannot
be performed in a centrifuge. Therefore, although gravity similarity and viscosity similarity can
simultaneously coincide in a hypergravity field, viscosity similarity is ignored in this paper. This is
similar to experiments performed under normal gravity fields, because both the generation and
the propagation of waves are processes that are dependent upon the gravity field and the model
scale. In fact, in a centrifuge model test, the centrifuge acceleration is always labeled as N times
the gravity acceleration (hereinafter referred to as N g, where g is the gravity acceleration). 1/N is
always defined as the model scaling factor to ensure that the centrifuge acceleration is identical to
the prototype acceleration. With these scaling laws, the model scaling factors for the wave celerity
and fluid field static pressure are both one, which means that the dynamic and static pressures in a
small-scale model are equal to the pressures in a full-scale model. Therefore, the self-weight stresses and
gravity-dependent processes can be appropriately reproduced. For this reason, the above-mentioned
scaling laws are considered in this study. Additionally, the discrepancies between the simulation
results and the theoretical results due to viscosity and surface tension are discussed in this paper.

3. Wave Generation

Solitary wave is a type of long wave that exhibits an approximately permanent form during its
generation and propagation process. The water particle velocity of a long wave is approximately
constant with respect to the water depth. Based on this characteristic, Goring derived a formula
to determine the wave paddle trajectory for the generation of a solitary wave by a piston-type
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wavemaker [7] in which the average horizontal velocity of the water particles adjacent to the
wavemaker is assumed to be equal to the wave paddle velocity:

dξ

dt
=

cη|x=ξ

d + η|x=ξ

(1)

where ξ is the position of the piston at a time t, t is the elapsed time since the start of the wave
generation, c is the wave celerity, d is the still water depth, and η is the free surface displacement.
In addition, based on the Boussinesq solitary wave solution, the free surface displacement η can be
described as:

η = Hsech2kwn(x− ct) (2)

where H is the solitary wave height, and kwn is the wave number that is determined as:

kwn =

√
3H
4d3 (3)

Although in theory a solitary wave has an infinite wavelength, Goring [7] recommended that the
wavelength l be calculated by:

l =
8.3
kwn

(4)

This wavelength is chosen because the amplitude of a solitary wave is zero for η/H < 0.001.
The wavelength is used in this study for estimating the Reynolds (Re) number, which can be used for
estimating the turbulent kinetic energy, turbulent dissipation rate, and y+.

Furthermore, the wave celerity c is determined as:

c =
√

g(H + d) (5)

Substituting Equation (2) into Equation (1), the piston trajectory that is required to generate a
solitary wave can be described as:

ξ(t) =
H

kwnd
tanhkwn(ct− ξ) (6)

Referring to the solitary wave generation theory developed by Goring [7], the piston stroke S can
be calculated as:

S =
2H

kwnd
(7)

and the duration of paddle motion τ can be approximately described as:

τ =
2

kwnc

(
3.8 +

H
d

)
(8)

Nevertheless, the wave generation theory presented above is applicable only to the generation of
solitary waves under a 1 g gravity field (i.e., the normal gravity field). For solitary wave generation
under an N g gravity field, Equation (5) should be expanded to:

c =
√

Ng(H + d) (9)

Then, with the above-presented scaling laws, this equation can be rewritten as:

c =

√
Ng
(

H
N

+
d
N

)
=
√

g(H + d) (10)
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It is clear that the model scaling for the wave celerity is in accordance with the scaling laws that
are shown in Table 1. The wave number kwn, the piston stroke S, the wavelength l, and the duration of
paddle motion are successively described as:

kwn =

√
3H/N

4d3/N3 = N

√
3H
4d3 (11)

S =
2H/N

Nkwnd/N
=

1
N

2H
kwnd

(12)

l =
8.3

Nkwn
=

1
N

8.3
kwn

(13)

and:

τ =
2

Nkwnc

(
3.8 +

H/N
d/N

)
=

1
N

2
kwnc

(
3.8 +

H
d

)
(14)

All of the above-mentioned features of solitary waves, such as the wave celerity, wave number,
piston stroke, wavelength and duration of paddle motion, are in accordance with the scaling laws
listed in Table 1. In the present paper, a series of solitary wave cases with the scaling laws presented
herein are studied both to verify the effectiveness of the scaling laws and understand the generation
and propagation of solitary waves in hypergravity fields.

4. Governing Equations and Boundary Conditions

A sketch of the computational model and the boundary conditions considered in this study
is shown in Figure 1, which shows that the computational domain is a rectangle (L × D) with a
rectangular shelf at the far end of the wave tank opposite from the piston-type wavemaker, which is
positioned at the left end of the wave tank. In the simulation, the piston-type wavemaker is forced to
move according to a prescribed motion as defined by Equation (6). Five sampling points located in the
numerical wave tank are used to obtain the values of the wave profile during the simulation. A brief
description of the model used to simulate the solitary wave cases is described hereafter.
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Figure 1. Sketch of the computational model and boundary conditions (not to scale).

4.1. Governing Equations

The governing equations for fluid flow that are used in this study are the two-dimensional
RANS equations:

∂ui
∂xi

= 0 (15)

ρ
∂ui
∂t

+ ρ
∂
(
uiuj

)
∂xj

= − ∂P
∂xi

+ ρ fi +
∂

∂xj

(
µ

∂ui
∂xj
− ρu′iu

′
j

)
(16)

where u and u′ are the mean velocity and fluctuating velocity components, respectively, ρ is the fluid
density, P is the pressure, µ is the dynamic viscosity, fi denotes the body forces, and −ρu′iu

′
j represents
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the Reynolds stresses, which must be modeled to close the RANS equations. In this study, the RNG k-ε
two-equation model is used to solve the Reynolds stresses and close the equations, and it is defined as:

ρ
∂k
∂t

+ ρ
∂(kui)

∂xi
=

∂

∂xj

[
αkµe f f

∂k
∂xj

]
+ Gk − ρε (17)

ρ
∂ε

∂t
+ ρ

∂(εui)

∂xi
=

∂

∂xj

[
αεµe f f

∂ε

∂xj

]
+ C1ε

ε

k
Gk − C2ερ

ε2

k
− Rε (18)

Equations (17) and (18) represent k and ε transport equations for the turbulent kinetic energy and
turbulent dissipation rate, respectively. In these equations, the quantities αk and αε are the inverse
effective Prandtl numbers for k and ε, respectively, while µeff is the effective viscosity, Gk represents the
generation of turbulent kinetic energy due to the mean velocity gradients, and C1ε = 1.42 and C2ε = 1.68
are constants. Rε is defined as:

Rε =
Cµρηε

3(1− ηε/η0)

1 + βηε
3

ε2

k
(19)

where Cµ = 0.0845, η0 = 4.38, and β = 0.012 are constant, and ηε is defined as Sεk/ε.
Since the VOF method can model two or more immiscible fluids by solving a single set of

momentum equations and tracking the volume fraction of each of the fluids throughout the domain,
it is used in this paper for tracking the free surface. The liquid volume fraction equation is defined as:

f =


0 in the gas phase
(0, 1) in the liquid-gas interface
1 in the liquid phase

(20)

The field defined by f is a scalar field that propagates according to:

∂ f
∂t

+
∂(ui f )

∂xi
= 0 (21)

With the liquid volume fraction equation, the variables such as pressure and the density of the
mixture phase mesh can be calculated. The iso-surface of the volume fraction equal to 0.5 is the
free surface.

4.2. Initial and Boundary Conditions

In this study, the initial condition is a still water body with zero velocity and no surface waves.
As shown in Figure 1, an outlet boundary condition with atmospheric pressure is considered at the
top of the computational domain. No-slip conditions for the velocity components are imposed on
the left, right and bottom boundaries of the computational domain. In addition, the left boundary is
considered the wavemaker’s paddle, which is forced to move according to Equation (6) during the
simulation. The shelf is modeled as a solid object without any deformation during the simulation.
Furthermore, a no-slip condition for the velocity components is imposed at the interface between the
shelf and the fluid; this is displayed in Figure 1.

4.3. Numerical Method

The finite volume method (FVM) is considered to solve the governing equations, and the
semi-implicit method for pressure-linked equations (SIMPLE) algorithm [35,36] is utilized to enforce
mass conservation and obtain the pressure field. PRESTO! [36] is used for the discretization of the
pressure; the second-order upwind scheme [37] is used for the discretization of the momentum,
turbulent kinetic energy, and turbulent dissipation rate; and the geometric reconstruction scheme [38]
is utilized to solve the liquid volume fraction equation. The time marching scheme is first-order
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implicit. A layering scheme is used for simulating the moving wall, because it can add or remove
layers of cells adjacent to a moving boundary.

5. Results and Discussion

This section provides a discussion of the various aspects of the problems under hypergravity fields
associated with the generation and propagation of solitary waves in constant water depth, and the
interactions of solitary waves with a shelf with a vertical front face. For this purpose, the typical
experimental model presented by Goring [7] is considered. The sketch of the computation domain is
shown in Figure 1. For all of the cases performed in this study, the upstream depth is d1, the downstream
depth is d2, and a depth ratio (d1/d2) of 2.64, which was used by Goring [7], is considered. The front
face of the shelf is vertical, and it is located at the far end of the wave tank opposite from the wavemaker
at a distance of (2/3) L away from the wavemaker’s initial position, which is located at x = 0, as shown
in Figure 1. During the simulation, a solitary wave is generated by moving the wavemaker according
to the trajectory defined by Equation (6). The details of the conditions of the experiments that are
performed in this paper are shown in Table 2. The solitary wave heights considered under the normal
gravity field are chosen based on the wave height presented by Chen et al. [5]; accordingly, the wave
heights that are used under other gravity fields are calculated by scaling laws that are based on the
wave height used under the normal gravity field. The relative wave heights that are used in this study
are 0.2, 0.3, and 0.34, which are within the range of the relative wave height used by Chen et al. [5] and
Hsiao et al. [10]. The hypergravity considered in this study are 30 g, 50 g, and 100 g, which represent
common centrifuge test cases. The 30 g and 50 g are commonly used by researchers to study water-soil
interactions [23–26]; meanwhile, the scale of the model under the 100 g can match the circular channels
of some drum centrifuges [39] and the experimental module of the centrifuge under construction.

Table 2. Overview of the experimental conditions performed in this study.

Case Number H (m) d1 (m) d2 (m) H/d1 d1/d2 S (m) τ (s) L (m) D (m)

Under the normal gravity (1 g) field

011 1.2 6 2.27 0.2 2.64 6.20 14.75
300 10012 1.8 6 2.27 0.3 2.64 7.59 11.86

013 2.4 7 2.65 0.34 2.64 9.47 11.91 16

Under 30 times the normal gravity (30 g) field

301 0.04 0.2 0.076 0.2 2.64 0.21 0.49
10 0.33302 0.06 0.2 0.076 0.3 2.64 0.25 0.40

303 0.08 0.23 0.088 0.34 2.64 0.32 0.40 0.53

Under 50 times the normal gravity (50 g) field

501 0.024 0.12 0.045 0.2 2.64 0.12 0.29
6 0.2502 0.036 0.12 0.045 0.3 2.64 0.15 0.24

503 0.048 0.14 0.053 0.34 2.64 0.19 0.24 0.32

Under 100 times the normal gravity (100 g) field

101 0.012 0.06 0.023 0.2 2.64 0.06 0.15
3 0.1102 0.018 0.06 0.023 0.3 2.64 0.08 0.12

103 0.024 0.07 0.027 0.34 2.64 0.09 0.12 0.16

A time step of τ/1000 is found to be sufficiently small to ensure that the results are independent
of the time step. To discretize the computational domain, a uniform mesh is adopted. The values of
y+ vary a good deal, because the models presented in this paper have very different scales. For cases
simulated under the normal gravity field, the values of y+ are approximately 100; for cases simulated
under 30 times, 50 times, and 100 times the normal gravity field, the values of y+ are approximately
30, 20, and 10, respectively. It should be noted that the values of y+ have no significant effect on
the numerical results, because the effects of the inertia force are much greater than the effects of the
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viscosity force for the cases that are presented in this study. The mesh size of the other regions is
set based on a mesh refinement study in which the mesh size was progressively increased until no
significant changes are observed in the results. Two different mesh heights corresponding to H/8
(where H is the solitary wave height) and H/16 are considered. The corresponding mesh width is
three times the mesh height. Taking case #013 with maximum wave height as an example, the solitary
wave profiles generated using the two mesh sizes are compared with the corresponding Boussinesq
analytical results in Figure 2. Good agreement can be seen between the numerical results and analytical
results. The good agreement illustrates that the results are independent of the mesh size. Therefore,
for the cases in this study, a mesh size of H/8 is considered.
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Since similar large-scale experiments performed under normal gravity fields or similar
experiments performed under hypergravity fields are rather rare, a similar small-scale experiment
presented by Goring [7] is considered to verify the accuracy of the numerical model presented in this
paper. In Goring’s experiment, L = 32.5 m, D = 61 cm, the upstream depth d1 is 25 cm, the downstream
depth d2 is 9.46 cm, the stroke is 18.25 cm, and the period is 4.24 s. The vertical front face of the shelf is
located at a distance of 13 m from the wavemaker’s initial position, sampling point 1 is placed 5.75 m
upstream of the step, sampling point 2 is placed at the step, and sampling points 3, 4, and 5 are placed
at intervals of 5.68 m downstream of the step, which are slightly different from the model used in
this paper. The numerical results from the present paper are compared with the experiments results
of Goring [7] in Figure 3. The numerical results agree well with those of the experiments, both at
sampling point 2 where the wave propagates over the step, and at sampling point 3, where the wave
propagates on the shelf. The good agreement of the results means that the numerical model that is
presented in this paper is accurate.
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The details and the results of the simulations are provided in the following subsections.

5.1. Solitary Wave Generation and Propagation in a Constant Water Depth

In this subsection, the generation and propagation of solitary waves in a constant water depth
within a hypergravity field is presented and discussed. The numerical results of the cases are compared
with the analytical results and the numerical results that are displayed under different gravity fields.
For this purpose, the Boussinesq solitary wave solution is considered, and the solitary waves are
successively displayed under normal gravity, 30 g, 50 g and 100 g. To obtain the wave profile after
wave generation and before wave propagation onto the shelf, where the wave propagation occurs in a
constant water depth, the section between the wavemaker and the vertical shelf is considered herein.

The temporal evolution profiles of the numerical free surface as the wavemaker begins to move at
the left end of the wave tank for the cases with maximum relative wave height, namely, cases #013, #303,
#503 and #103 in Table 2, are shown in Figure 4; these correspond to dimensionless times of t/τ = 0.8,
t/τ = 1.1, t/τ = 1.4, t/τ = 1.7, and t/τ = 2.0, respectively. Due to wave attenuation, the reference
wave heights H displayed in the figure are the numerical wave heights at the dimensionless time
t/τ = 0.8 for convenient observation. As observed in the figure, the changes in the waveforms are
not appreciable. The only difference between the numerical and theoretical results is that the wave
height of the solitary wave is slightly smaller than what was defined, especially when the wave has
propagated over a longer distance. The differences in the wave heights from the target could have
been caused by many reasons, including wavemaker theory [11], wave attenuation, ignored viscosity
similarity and surface tension. However, as observed in Figure 4, the discrepancy in the extent of the
decline in the wave height among the cases performed under different gravity fields may be caused by
the ignored viscosity similarity and surface tension, because the same wavemaker theory is used for
all of the cases.
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To investigate the scale effect on the wave attenuation, the numerical wave heights in all of the
cases tabulated in Table 2 at the five dimensionless times mentioned above are shown in Table 3.
The attenuation coefficient εa that is in consideration for both the model scale and the elapsed
propagation time is defined as:

εa =
1

num

num

∑
i=1

h− hi
Nhti

(22)

where num is the number of the sampling point, h is the reference wave height, hi is the wave height
at the sampling point, ti is the elapsed time since the reference time, and N is the scale of the model.
The values of the attenuation coefficient εa of the cases are also displayed in Table 3. The reference
wave height that was used in Table 3 is the numerical wave height at a dimensionless time of t/τ = 0.8
to avoid the initial instabilities caused by the wave generation. The reference time is 0.8 τ. Cases
#011, #301, #501, and #101, which are tabulated in Table 2, are characterized by small wave numbers
and long wavelengths. Slight reflection effects are observed at the dimensionless time of t/τ = 2.0,
causing the wave height at this time to be slightly larger. Therefore, for these cases, the wave heights
at the dimensionless time of t/τ = 2.0 are abandoned. As observed in Table 3, the discrepancies in
the wave attenuation among the numerical results for the cases under the same gravity field may be
attributed to the highly nonlinear effect caused by a high relative wave height. The discrepancies in
the wave attenuation among the numerical results obtained from the simulations under different levels
of gravity fields may be attributed to the ignored viscosity similarity, surface tension similarity and
other complex reasons. Although the values of the attenuation coefficient displayed in Table 3 with the
model scales that were considered do not noticeably vary, the attenuation coefficients for all of the
cases performed in this study are less than 1%. The discrepancies in the wave attenuation among the
numerical results for the cases with a maximum relative wave height are more appreciable, as shown
in Figure 4. It is clear that wave attenuation may be more serious in a small-scale model, and the
serious wave attenuation may cause a lower wave height and a more serious time lag. Therefore,
it deserves closer attention. In addition, it should be mentioned that the use of Boussinesq’s solution in
this paper might exacerbate the wave attenuation phenomenon; in contrast, Grimshaw’s solution and
Fenton’s solution may be more exact when the relative wave height is not very high [11].

Table 3. Numerical wave heights in the wave tank (units: cm).

No. 0.8 τ 1.1 τ 1.4 τ 1.7 τ 2.0 τ
εa

(%) No. 0.8 τ 1.1 τ 1.4 τ 1.7 τ 2.0 τ
εa

(%)

011 121 120 119 118 − 0.19 501 2.39 2.34 2.31 2.28 − 0.40
012 181 179 177 175 174 0.30 502 3.53 3.43 3.37 3.32 3.28 0.62
013 240 237 234 231 230 0.34 503 4.66 4.51 4.41 4.34 4.30 0.71
301 3.98 3.91 3.85 3.81 − 0.36 101 1.19 1.17 1.15 1.14 − 0.36
302 5.89 5.72 5.61 5.53 5.47 0.64 102 1.77 1.72 1.68 1.66 1.64 0.65
303 7.76 7.52 7.36 7.24 7.16 0.69 103 2.33 2.26 2.21 2.17 2.14 0.69

To verify the accuracy of the numerical results, the numerical results and analytical results are
compared with each other at a dimensionless time of t/τ = 1.1 for cases with maximum relative
wave height (cases #013, #303, #503 and #103 in Table 2). For this purpose, the Boussinesq analytical
solution is considered. The solitary wave heights that are used to calculate the analytical results are
the numerical wave heights at the dimensionless time of t/τ = 0.8; these reduce the influence of wave
attenuation, which can cause the wave height to decrease and the time lag to increase. Due to the
discrepancy between the theoretical and numerical wave heights caused by wave attenuation during
the propagation of the solitary wave, the numerical wave celerity is smaller than the wave celerity
calculated by the theoretical solution shown in Equation (5). In addition, discrepancies between the
numerical and theoretical wave celerity can affect the traveling distance. As observed in Figure 5,
the numerical results from the present cases agree well with the theoretical results from all of the cases



Water 2018, 10, 1381 12 of 18

simulated under different gravity fields. However, upon close examination of the wave crest, the wave
traveling distance and the trailing oscillatory waves, some discrepancies are detected between the
numerical and the analytical results. The discrepancies between the wave crests displayed in Figure 5
could be attributed to wave attenuation, which might be affected by the model scale, as noted above.
The discrepancies in the trailing oscillatory waves behind the main wave among the numerical results
may have other complex causes, such as surface tension; however, these differences are not significant
compared with the main wave, and the trailing oscillatory waves would attenuate quickly, as shown
in Figures 4 and 5.
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5.2. Solitary Wave Interacting with Shelf

In this subsection, the interactions between solitary waves and an underwater shelf with a vertical
front face within a hypergravity field are presented and discussed. The experimental conditions
considered in this subsection are tabulated in Table 2. The layout of the numerical wave tank is shown
in Figure 1. Five sampling points are located in the numerical wave tank. For cases #013, #303, #503
and #103, which are tabulated in Table 2, the first point is placed upstream from the shelf front face at a
distance of 5 D, and the others are placed at intervals of 2.5 D downstream from the first point. For the
other cases tabulated in Table 2, the first point is placed upstream from the shelf front face at a distance
of 8 D, and the others are placed at intervals of 4 D downstream from the first point. The distance from
the fifth (i.e., the last) sampling point to the end wall of the wave tank is ls/2 (as shown in Figure 1);
hence, the solitary waves travel a distance of ls between the first and second recorded arrivals at the
fifth sampling, after reflecting off the end wall of the wave tank.

A series of events is initiated when a solitary wave propagates onto a shelf. As the wave
propagates over the shelf front face, the wave shape changes; eventually, the wave splits into two waves:
a reflected wave traveling to the left (i.e., upstream), and a transmitted wave traveling to the right (i.e.,
downstream). This subsection provides a discussion of the wave propagation after the dimensionless
time of t/τ = 2.0 and before the reflected wave, which is generated by the transmitted wave interacting
with the end wall of the wave tank, reaching the first sampling point. The dimensionless time t/τ = 2.0
is used as a threshold, because the incident wave (i.e., the initial solitary wave) reaches the shelf
front face for most of the cases (as shown in Figure 4) at that time. In particular, for the cases with
the maximum wave length (cases #011, #301, #501, and #101 in Table 2), the slight reflection effects
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generated by the interaction of the initial incident wave with the front face of the shelf are observed at
a dimensionless time of t/τ = 2.0.

The temporal evolution of the numerical free surface between the dimensionless time t/τ = 2.0
and the dimensionless time t/τ = 3.3, upon which the transmitted wave impacts the end wall of
the wave tank for the case with maximum relative wave height and minimum model scale (case
#103 in Table 2), is shown in Figure 6. As demonstrated in the figure, many events, including wave
shoaling, breaking, impingement and run-up, are observed during the wave propagation onto the
shelf. The initial incident wave propagates over the underwater step at about t/τ = 2.3, at which time
the wave shape of the initial incident wave changes and begins to split into two waves, as shown in
Figure 6. The transmitted wave propagates onto the shelf as the waveform continuously changes,
which can be attributed to the wave shoaling. Subsequently, the transmitted wave breaks between
t/τ = 2.7 and t/τ = 3.0. Then, between t/τ = 3.0 and t/τ = 3.3, the broken wave impinges and run up
onto the end wall of the wave tank. Note that the wave height of the first reflected wave generated by
the interaction between the incident wave and the step is too small; as a result, the first reflected wave
is not very appreciable in Figure 6.
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The temporal profiles recorded at the five sampling points during the simulation for the cases with
maximum relative wave heights (cases #013 and #103) are shown in Figure 7, from which it is evident
that the temporal profiles of the models with different model scales agree well with one another during
the propagation of a solitary wave at a constant water depth. The incident wave recorded at sampling
points 1 and 2 are approximately symmetric regarding the wave crest, and the trailing oscillatory
waves are insignificant and can be disregarded. For case #103, the incident wave heights at sampling
points 1 and 2 are 2.19 cm and 2.15 cm, respectively. The discrepancy between the numerical results
and the theoretical results can be attributed to wave attenuation, which is more serious in a small-scale
model. The first wave height recorded at sampling point 3 (over the step) is 2.31 cm, and it is composed
of both the incident and the reflected wave. After the reflection-transmission process, the incident



Water 2018, 10, 1381 14 of 18

wave splits into two waves: the first reflected wave, which is recorded by sampling points 2 and 1 in
succession, and the transmitted wave, which is recorded by sampling points 4 and 5 in succession.
However, the waveform and the wave celerity both exhibit some differences during the propagation
of the transmitted wave onto the shelf; these differences can be attributed to the discrepancies of wave
attenuation and the time lag effect among the various model scales. For example, due to the time
lag in case #103, the transmitted wave breaks later. That is why there is a significant difference at
sampling point 5, as shown in Figure 7. The velocity fields and the dynamic pressure obtained during
the simulations performed under different gravity fields are presented in Section 5.3 for a comparison
and a discussion of the wave attenuation, time lag, and influence of the wave field viscosity.

Water 2018, 10, x 14 of 18 

 

the various model scales. For example, due to the time lag in case #103, the transmitted wave breaks 

later. That is why there is a significant difference at sampling point 5, as shown in Figure 7. The 

velocity fields and the dynamic pressure obtained during the simulations performed under 

different gravity fields are presented in subsection 5.3 for a comparison and a discussion of the 

wave attenuation, time lag, and influence of the wave field viscosity. 

 

 

Figure 7. Temporal evolution profiles at five sampling points for cases (a) #013 and (b) #103. 

5.3. Comparison of the Simulated Velocity Fields and Dynamic Pressures under Different Gravity Fields 

As shown in sections 5.1 and 5.2, the waveforms obtained from the simulations performed 

under different gravity fields agree well with one another. The static pressure that can be calculated 

by ρg(h+η) also agrees well. In this subsection, the velocity fields and dynamic pressures that may 

be sensitive to the time lag, wave attenuation and fluid viscosity are presented and discussed. The 

Figure 7. Temporal evolution profiles at five sampling points for cases (a) #013 and (b) #103.

5.3. Comparison of the Simulated Velocity Fields and Dynamic Pressures under Different Gravity Fields

As shown in Sections 5.1 and 5.2, the waveforms obtained from the simulations performed under
different gravity fields agree well with one another. The static pressure that can be calculated by ρg(h+η)
also agrees well. In this subsection, the velocity fields and dynamic pressures that may be sensitive
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to the time lag, wave attenuation and fluid viscosity are presented and discussed. The contours for
the cases with maximum relative wave height (cases #013 and #103) that are generated under the
normal gravity field and 100 times the normal gravity field are shown for comparison. Two typical
dimensionless times during the simulation are considered. The first time is t/τ = 2.0, at which the
solitary wave has propagated for a relatively long time, thereby ensuring that the solitary wave
has fully developed. Furthermore, at this time, the wave fields are pure, i.e., they are lacking any
interference from the reflected wave. The second time is t/τ = 3.0, at which the transmitted wave has
propagated on the underwater shelf for a relatively long time.

As observed in Figures 8 and 9, the distributions of the velocity field are similar; however,
the magnitudes are different. The magnitude of the velocity field obtained from the downscaled model
is smaller than the corresponding velocity field obtained from the prototype, at both time t/τ = 2.0
and time t/τ = 3.0. The discrepancies among the different cases may be caused by time lag, wave
attenuation, and the ignored viscosity and surface tension similarity, as mentioned above. In addition,
it should be noted that there are two phases in the wave tank: one is the water, and the other is the air.
In an experiment, the velocity of the air is always ignored. Therefore, the evolution of the maximum
dynamic pressure at sampling point 2 and sampling point 4 for cases #013 and #103 are shown in
Figure 10.
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As observed in Figure 10, the dynamic pressure profiles for cases #013 (1 g) and #103 (100 g) agree
well most of the time. Only slight differences can be observed at the peaks. At sampling point 2 for
case #013, the first peak is 3959 Pa, and the second peak is 26,953 Pa; for case #103, the first peak is
3643 Pa, and the second peak is 31,711Pa. At sampling point 4, for case #013, the first peak is 18,541 Pa,
and the second peak is 15,452 Pa; for case #103, the first peak is 15,725 Pa, and the second peak is
11,802 Pa. The maximum difference appears at the second peak at sampling point 4. At sampling point
4 for case #103, the second peak is 24% smaller than that for case #013. At sampling point 2 for case
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#103, the second peak is 18% larger than that for case #013. The discrepancy between the downscaled
model (case #103) and the prototype (case #013) may be attributed to many factors, such as wave
attenuation, time lag, fluid viscosity and the surface tension. For sampling point 2 at the first peak,
the discrepancy may be mainly caused by wave attenuation, as mentioned in Section 5.1, because more
serious wave attenuation may cause a smaller wave celerity as shown in Equation (5). For the other
peak values at sampling point 2 and sampling point 4, the discrepancies may be mainly caused by
time lag. Since the waveform continuously changes as the wave propagates, the maximum dynamic
pressure changes accordingly. Therefore, the discrepancies in the maximum dynamic pressures may
be attributed to the wave attenuation and the time lag. The fluid viscosity and surface tension have
influence on the wave attenuation, as shown in Table 3, and the time lag may be mainly caused by
wave attenuation. However, it should be noted that the discrepancies in the wave attenuation and the
time lag can be offset by a well-designed incident wave condition. In addition, the time lag has an
influence only on the time and location of the experimental phenomena.

6. Conclusions

In this paper, the solitary wavemaker theory proposed by Goring [7] is expanded for the generation
of solitary waves within hypergravity fields in consideration of scaling laws. The typical experimental
model presented by Goring [7] is considered. This model is also used in hypergravity fields. A series
of case simulations under four different gravity fields are presented and discussed to understand
and verify the solitary wave generation theory and the stability of solitary waves during their
generation and propagation within hypergravity fields. The accuracy of the numerical results is
verified by comparison with the results of wavemaker theory and the results generated under different
gravity fields.

The following conclusions can be drawn from this study:

(1) The waveform obtained from the simulations performed under different gravity fields exhibit
good agreement at the macroscale, indicating that solitary waves can be steadily generated and
propagated within hypergravity fields. Consequently, wave breaking, impingement, run-up, and
the other phenomena that have been observed during wave-coasting interactions, which have
drawn considerable attention, can be studied using a downscaled model.

(2) Although the waveform and static pressure field agree well at the macroscale, some discrepancies
are detected within the details. Due to the ignored viscosity and surface tension similarity, some
of the features of solitary waves are affected by the scale effect, including wave attenuation and
time lag. Wave attenuation may be more serious in a small-scale model experiment performed
within a hypergravity field, and can cause the time lag to become more serious. However, wave
attenuation and time lag can be offset by a well-considered incident wave condition.

(3) Since both the velocity and dynamic pressure are sensitive to the wave attenuation, time lag
and fluid viscosity, some discrepancies can be found in the velocity field and dynamic pressure
profiles. However, a well-designed initial incident wave can weaken the discrepancies in the
velocity field and dynamic pressure.
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