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Abstract: Accurate solar radiation estimates in Alpine areas represent a challenging task, because of the strong variability arising from orographic effects and mountain weather phenomena. These factors, together with the scarcity of observations in elevated areas, often cause large modelling uncertainties. In the present paper, estimates of hourly mean diffuse fraction values from global radiation data, provided by a number (13) of decomposition models (chosen among the most widely tested in the literature), are evaluated and compared with observations collected near the city of Bolzano, in the Adige Valley (Italian Alps). In addition, the physical factors influencing diffuse fraction values in such a complex orographic context are explored. The average accuracy of the models were found to be around 27% and 14% for diffuse and beam radiation respectively, the largest errors being observed under clear sky and partly cloudy conditions, respectively. The best performances were provided by the more complex models, i.e., those including a predictor specifically explaining the radiation components’ variability associated with scattered clouds. Yet, these models return non-negligible biases. In contrast, the local calibration of a single-equation logistical model with five predictors allows perfectly unbiased estimates, as accurate as those of the best-performing models (20% and 12% for diffuse and beam radiation, respectively), but at much smaller computational costs.
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1. Introduction

The accurate knowledge of solar radiation locally available at the Earth’s surface is essential for the proper sizing, design, and dynamic simulation of solar energy systems [1]. In particular, when the solar radiation incident on tilted surfaces is investigated, e.g., for photovoltaic applications, the knowledge of both beam and diffuse components is required [2,3]. However the overall coverage of radiometric networks is generally rather limited, and separate measurements for diffuse and beam radiation are even scarcer. Thus, solar radiation models are required in order to address the above necessity [4,5], and a remarkable number of them have been developed over the years, with rather different approaches and required inputs [6–10].
In the literature, the solar radiation models predicting beam and diffuse components from more commonly available quantities are called “decomposition models”. They predict beam and diffuse radiation from global radiation measurements only, but they might also include additional predictors (e.g., astronomical and geometrical parameters or other meteorological quantities). These models were developed following the pioneering work of [11], and are generally based on empirically-determined correlations between the clearness index \( k_t \) (the ratio between observed global radiation and extraterrestrial radiation) and the diffuse fraction \( k_d \) (the ratio between observed diffuse radiation and global radiation), or, less often, the beam transmittance \( k_t \) (the ratio between observed beam radiation and extraterrestrial radiation). Decomposition models are typically applied to hourly- to minute-resolution solar radiation data. Many decomposition models in the literature adopt \( k_t \) and solar elevation \( h \), or relative optical air mass \( m \), as predictors for \( k_d \), on the basis of polynomial functions or sigmoid (logistic) functions. Among the most commonly-used polynomial expressions there are those proposed by [12–16]. In contrast, the models by [17–19] are based on sigmoid functions. In addition to the above empirically-inferred models, a quasi-physical model (the DISC model) was developed by [20]. Models considering the hour-to-hour variability of \( k_t \) (i.e., the effects of inhomogeneous or intermittent clouds) by means of a variability (or persistence) index have also been proposed, like those reported in [21] (the so-called DIRINT model), in [22] and the above-cited BRL model [19]. Concerning their application, the DIRINT and BRL models have been adopted by the Meteonorm database [23], while the [18,22] models are implemented respectively in HelioClim [24] and Satel-light satellite algorithms (cf. [25]). On the other hand, the HelioMont satellite dataset [26] uses the old [14] formulation.

Many authors have performed comparative studies of the different available algorithms for specific sites and ground-based datasets (see examples in [27–31]), as well as for satellite data (see [32]). Gueymard and Ruiz-Arias [33] compared a set of 36 decomposition models on the basis of 1-min data from nine stations belonging to arid areas all over the world, finding significant random errors, sometimes exacerbated by cloud enhancement effects. The uncertainty of these estimates was found to be highly dependent on factors such as the local climate, the specific model, and the number of predictors. Among the compared models, DIRINT generally provided the best predictions (similarly to what reported by [17,31]), although it showed larger bias than the simpler models, and occasionally even spurious results. Gueymard and Ruiz-Arias [33] also observed that single-predictor models do not necessarily perform worse than those with multiple predictors, except (but not always) when a variability index is present. They also suggested that more validation studies are needed to identify the best model for different regions. More recently, an extensive evaluation by the same authors of the performance of 140 separation models, based on high-quality 1-min data at more than 50 research-class stations from all continents, led to very similar conclusions [34].

The characterization of the climatology of global, diffuse, and beam radiation is especially challenging in complex terrain areas, like the Alpine region. This depends both on the general scarcity of observations of solar radiation components and on the additional spatio-temporal variability of solar radiation, which is intrinsically associated with complex orography [35] and mountain-related weather phenomena (such as orographic clouds, fog associated with ground-based temperature inversions, etc.). Indeed, the comparison of six solar datasets for Europe performed by [25] revealed the largest discrepancies over mountainous zones. Similarly, Huld et al. [36] reported highly significant differences over the Alps between the two versions of the PVGIS (Photovoltaic Geographical Information System) database, namely PVGIS-3 (based on ground measurements [37]) and PVGIS-CMSAF (based on satellite data [36]). Therefore, they concluded that it is not absolutely clear which database gives the most accurate results for the Alpine region. In particular, over the Alps, PVGIS-CMSAF returns, on average, higher diffuse fractions than PVGIS-3, implying relevant modifications of the optimal inclination for photovoltaic modules. Even the HelioMont dataset [26], which was specifically developed for the retrieval of solar radiation from satellite images over the Alpine region, revealed significant overestimates of diffuse radiation and underestimates of beam radiation at the hourly and daily time-scale, especially under clear-sky conditions [38]. Given also the severe scarcity of measurements
of diffuse and direct radiation components in the area, more accurate estimates of solar radiation components over the Alpine region are needed; in addition, simpler methods, like diffuse-beam radiation decomposition models, may provide a reasonable and cost-effective answer for some applications. However, to the authors' knowledge, no contribution has specifically addressed the issue of assessing the performance of separation models in the region until now.

In the light of the above considerations, the objectives of the present study are:

1. The characterization of the local climatology of diffuse and beam radiation for a weather station in the Adige Valley, south of the city of Bolzano (eastern Italian Alps), on the basis of four years of hourly observations of global horizontal irradiation (GHI), diffuse horizontal irradiation (DHI), and direct normal irradiation (DNI);
2. The investigation and the discussion of the effects of the complex orography in a mountain valley environment on the diffuse fraction of solar radiation, as well as on the performance of decomposition models;
3. The evaluation and the comparison of a significant number of state-of-the-art decomposition models for the site of interest, in order to identify the best-performing model(s) and assess the accuracy that can be achieved for DHI and DNI estimates at a typical Alpine valley site, as well as the sensitivity of such accuracy to different weather conditions;
4. The calibration of simple local decomposition models for the Bolzano station, to explore the possibility of obtaining unbiased and accurate local estimates with minimum computational efforts.

Accordingly, in Section 2, the study area, the dataset, and the methodology adopted for the present study are described. Section 3 deals with the presentation and the discussion of the results, while the conclusions and some suggestions for further investigations are contained in Section 4.

2. Data and Methods

2.1. The Experimental Dataset

The Adige Valley (eastern Italian Alps) is a major Alpine valley, whose morphology is rather representative of a wide set of mountain valley environments. Under fair weather in the warm season, the meteorological conditions are dominated by characteristic thermally-driven circulations, such as valley and slope winds [39–46], which also enhance the formation of clouds over the mountain crests, while in the cold months, long-lived thermal inversions based at the valley floor are rather common [47]. Besides cloudiness, these meteorological situations deeply affect the dispersion of particulate matter and other substances [48,49], affecting atmospheric turbidity in the area [3], and hence the local climatology of global, diffuse, and beam radiation (cf. [50]). As a matter of fact, in mountain valleys orographic, meteorological, and turbidity factors may determine a radiation climatology that is very different from that found over plain, homogeneous terrain areas.

The GHI, DHI and DNI measurements that provide the basis for the present work were collected south of the city of Bolzano, in the Adige Valley (see Figure 1), during the years 2011–2014. The weather station, based at the city airport (46.458° N; 11.329° E; 265 m, m.a.s.l.), is operated by the Institute for Renewable Energy, European Academy (EURAC) [51]. GHI and DHI are measured with two secondary-standard pyranometers (CMP11, Kipp & Zonen, Delft, The Netherlands), and DNI with a first-class pyrheliometer (CHP1, Kipp & Zonen) [52]. The instruments are installed on the Solys2 sun tracker (Kipp & Zonen), which integrates a GPS system, and are systematically cleaned and periodically calibrated in order to comply with the International Electrotechnical Commission (IEC) 61,724 standard [53]. The measurements were acquired at one-minute frequency, and then averaged on a 15-min time interval.

Hourly irradiation data were quality-controlled, according to the procedures reported in [54–56], applying tests based on physical limits, step tests, persistence tests, and internal consistency
tests (cf. [57]). For the computation of physical thresholds and astronomical-geometrical quantities ($h, m,$ etc.) the European Solar Radiation Atlas (ESRA) clear-sky radiation model [58–60] was used. A Linke turbidity factor [61] of 1.5 (corresponding to an almost perfectly clear and transparent atmosphere) and a time step of 5 min were adopted. The local orography was taken into account by means of a horizon elevation profile, with an azimuthal resolution of $1^\circ$, which allowed an accurate modeling of orographic shadows, as well as a calculation of the sky view factor (SVF) for the station, resulting in a value of 0.788. The modelled beam component was masked according to the horizon profile, while the diffuse component was rescaled according to the SVF, under the simplified hypothesis of isotropic sky diffuse model (cf. [11]).

![Figure 1. Location of Bolzano station (white dot) in the Eastern Alps and local orography. The horizon elevation profile for the weather station is also shown in the polar plot in the upper left corner.](image)

### 2.2. Validation and Calibration of the Decomposition Models

Various expressions for diffuse-beam radiation decomposition models are available in the literature (see Section 1). In Table 1, the models compared in this study are listed, according to the number and type of predictors they use, namely $k_t, h, m$, etc. (notice that models requiring further information besides global radiation and astronomical parameters are excluded from the analysis, to ensure a wider applicability of the results). Following [18], the validation of the different decomposition algorithms was carried out, excluding observations with $h < 7^\circ$ or those affected by orographic shadows, when the measured radiation is mostly composed of diffuse radiation. A total number of 10,310 valid GHI, DHI, and DNI observations was finally selected for the analysis. The decomposition estimates are compared with the observations collected at Bolzano, in terms of mean bias error (MBE), mean absolute error (MAE), root mean square error (RMSE), correlation coefficient ($R$), coefficient of model efficiency ($E$; [62]), and fraction of variance unexplained (FVU). In particular, $E$ is calculated as:

$$E = 1 - \frac{\sum_i (\hat{y}_i - y_i)^2}{\sum_i (y_i - \bar{y})^2}$$

(1)
where $y_i$ are the observations, $\hat{y}_i$ the estimates and $\bar{y}$ the average of the observations. $E$ ranges from $-\infty$ to 1 (corresponding to a perfect match between observations and model), with values above 0 indicating that model predictions are more accurate than the mean of the observations. On the other hand, $FVU$ is calculated as:

$$FVU(\%) = 100 \cdot \left(1 - \frac{\sum (\hat{y}_i - \bar{y})^2}{\sum (y_i - \bar{y})^2}\right)$$  \hspace{1cm} (2)

Table 1. List of the decomposition models, associated model numbers, literature references, acronyms and predictors used (hourly clearness index: $k_t$, local apparent time: $t$, solar elevation: $h$, daily clearness index: $K_t$, variability/persistence index: $\Psi$).

<table>
<thead>
<tr>
<th>Model Type (Predictor)</th>
<th>Model Number</th>
<th>Author(s) (Year)</th>
<th>Model Acronym</th>
<th>Predictors</th>
</tr>
</thead>
<tbody>
<tr>
<td>single predictor</td>
<td>1</td>
<td>Orgill and Hollands (1977) [12]</td>
<td>ORGILL</td>
<td>$k_t$</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Erbs et al. (1982) [13]</td>
<td>ERBS</td>
<td>$k_t$</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Reindl et al. (1990) [15]</td>
<td>REINDL-I</td>
<td>$k_t$</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Louche et al. (1991) [16]</td>
<td>LOUCHE</td>
<td>$k_t$</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>Torres et al. (2010) [17]</td>
<td>TORRES</td>
<td>$k_t$</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>Ruiz-Arias et al. (2010) [18]</td>
<td>RUIZ-I</td>
<td>$k_t$</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>local calibration of Ruiz-Arias et al. (2010) [18]</td>
<td>RUIZ-I-loc.</td>
<td>$k_t$</td>
</tr>
<tr>
<td>multiple predictors</td>
<td>8</td>
<td>Reindl et al. (1990) [15]</td>
<td>REINDL-II</td>
<td>$k_t h$</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>Ruiz-Arias et al. (2010) [15]</td>
<td>RUIZ-II</td>
<td>$k_t m$</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>local calibration of Ruiz-Arias et al. (2010) [18]</td>
<td>RUIZ-II-loc.</td>
<td>$k_t m$</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>Maxwell (1987) [20]</td>
<td>DISC</td>
<td>$k_t m$</td>
</tr>
<tr>
<td>with variability predictor</td>
<td>12</td>
<td>Skartveit and Olseth (1987) [14]</td>
<td>SKARTVEIT-I</td>
<td>$k_t h$</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>Perez et al. (1992) [21]</td>
<td>DIRINT</td>
<td>$k_t h \Psi$</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>Skartveit et al. (1998) [22]</td>
<td>SKARTVEIT-II</td>
<td>$k_t \Psi$</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>Lauret et al. (2013) [19]</td>
<td>BRL</td>
<td>$k_t h K_t \Psi$</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>local calibration of Lauret et al. (2013) [19]</td>
<td>BRL-loc.</td>
<td>$k_t h K_t \Psi$</td>
</tr>
</tbody>
</table>

These performance indicators are also analyzed separately for three different $k_t$ ranges, corresponding respectively to overcast, partially cloudy, and clear skies. Moreover, observed and modelled frequency distributions of DHI and DNI are compared, exploring the deficiencies of the different models. To this purpose, the Kolmogorov-Smirnov test integral ($KSI$) parameter was computed as:

$$KSI(\%) = 100 \cdot \frac{\int |F_{obs}(y) - F_{mod}(y)| \cdot dy}{V_c \cdot (y_{max} - y_{min})}$$  \hspace{1cm} (3)

where $F_{obs}$ and $F_{mod}$ are, respectively, the cumulative frequency distributions of observations and model estimates, and $y$ is the variable of interest. $V_c$ is a critical value, defined according to the adopted significance level $\alpha$ and the number of data $n$, as follows:

$$V_c = \sqrt{-\ln\left(\frac{\alpha}{2}\right) \over 2 \cdot n}$$  \hspace{1cm} (4)

$KSI$ quantifies the difference between observed and modelled cumulative frequency distributions (cf. [17,63]). A $KSI$ smaller than 100% indicates that the two frequency distributions compared are likely to come from the same probability distribution.
For the calibration of local data, the two sigmoid functions proposed by [18] and the BRL logistic formulation with five predictors were chosen. These models present the advantage of being based on a simple single-expression function, which does not require the arbitrary definition of sub-intervals of \( k_t \). The formulations adopted are:

\[
k_d = a_0 - a_1 \cdot \exp \left( -\exp \left( a_2 + a_3 \cdot k_t \right) \right) \quad \text{(RUIZ-I)}
\]

\[
k_d = a_0 - a_1 \cdot \exp \left( -\exp \left( a_2 + a_3 \cdot k_t + a_4 \cdot k_t^2 + a_5 \cdot m + a_6 \cdot m^2 \right) \right) \quad \text{(RUIZ-II)}
\]

\[
k_d = \frac{1}{1 + \exp \left( a_0 + a_1 \cdot k_t + a_2 \cdot t + a_3 \cdot h + a_4 \cdot K_t + a_5 \cdot \Psi \right)} \quad \text{(BRL)}
\]

where \( a_j \) (\( j = 0 \) to 6) are the model coefficients, \( t \) is the apparent solar time, \( K_t \) the daily clearness index, and \( \Psi \) a persistence index defined for each \( i \)th hourly interval as

\[
\Psi_i = \begin{cases} 
k_{i+1} + k_{i-1} & \text{at sunrise} \
k_{i+1} - k_{i-1} & \text{at sunset} 
\end{cases}
\]

The calibration of the local models is carried out with robust least-squares fitting techniques and imposing a null MBE with respect to the final estimates.

3. Results and Discussion

3.1. Local Climatology of Diffuse and Beam Radiation

Monthly means of daily global, diffuse, and beam irradiation at Bolzano (calculated following the robust algorithms by [64]) are reported in Table 2, along with the corresponding PVGIS-CMSAF values [65]. The highest global and diffuse (horizontal) daily irradiation values (respectively \(~21\) and \(~8\) MJ m\(^{-2}\)) were found in May, June, and July, whereas the maximum beam (normal) daily irradiation values (~19 MJ m\(^{-2}\)) were recorded in July and August. Negative average differences of \(-0.94\), \(-0.96\), and \(-0.50\) MJ m\(^{-2}\) were found for global, diffuse, and beam irradiation, respectively, corresponding to \(-7\%\), \(-19\%\), and \(-4\%\) of their annual averages. These discrepancies can be considered within an acceptable range, considering the different reference time periods of the two databases, the coarse spatial resolution of PVGIS-CMSAF, and especially the complex orography of the area of interest. The average daily diffuse fraction at Bolzano is 0.40, in good agreement with the value of 0.42 indicated by PVGIS-CMSAF. While July, August, and September are characterized by the lowest daily diffuse fractions, the months of November, December, and January show in general the highest values, partly due to the lower solar elevation and the more relevant associated orographic shadows (see Table 2). However, cloudiness and atmospheric turbidity also play a role in determining the annual variability of the diffuse fraction. In particular, according to satellite observations [26], the clearest months at Bolzano are January and February, while the cloudiest seasons are spring and fall. Furthermore, the warm months correspond to the rainiest period [66], as well as to the highest turbidity levels [67]. However, when monthly mean diffuse fraction values are calculated only over the peak radiation hours (which are never affected by orographic shadows), the shape of the annual diffuse fraction cycle does not change much; the highest and lowest \( k_d \) values are still observed respectively in winter and summer months, according to the annual cycle of solar elevation and associated orographic shadowing effects.
Table 2. Comparison of monthly mean global, diffuse, and beam (normal) daily irradiations \( (I_g, I_d, \text{ and } I_{bm}) \), as well as daily diffuse fractions \( (k_d) \), calculated from Bolzano experimental data and extracted from PVGIS-CMSAF database.

<table>
<thead>
<tr>
<th>Month</th>
<th>Bolzano Observations</th>
<th>PVGIS-CMSAF</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( I_g )</td>
<td>( I_d )</td>
</tr>
<tr>
<td>Jan.</td>
<td>4.81</td>
<td>2.18</td>
</tr>
<tr>
<td>Feb.</td>
<td>8.21</td>
<td>3.52</td>
</tr>
<tr>
<td>Mar.</td>
<td>13.11</td>
<td>4.67</td>
</tr>
<tr>
<td>Apr.</td>
<td>16.40</td>
<td>7.09</td>
</tr>
<tr>
<td>May</td>
<td>20.75</td>
<td>7.82</td>
</tr>
<tr>
<td>Jun.</td>
<td>21.38</td>
<td>8.36</td>
</tr>
<tr>
<td>Jul.</td>
<td>21.74</td>
<td>7.69</td>
</tr>
<tr>
<td>Aug.</td>
<td>19.39</td>
<td>6.23</td>
</tr>
<tr>
<td>Sep.</td>
<td>14.67</td>
<td>5.02</td>
</tr>
<tr>
<td>Oct.</td>
<td>9.32</td>
<td>3.70</td>
</tr>
<tr>
<td>Nov.</td>
<td>4.90</td>
<td>2.23</td>
</tr>
<tr>
<td>Dec.</td>
<td>3.73</td>
<td>1.77</td>
</tr>
</tbody>
</table>

3.2. Effects of Complex Orography on the Diffuse Fraction

In the experimental \( k_t-k_d \) scatterplot of Figure 2, the observations affected by orographic shadows (black dots) clearly display a distribution rather different from the rest of the data (grey dots). Indeed, a large portion of the black dots lies in the lower-left half of the scatterplot, along the left edge of the grey cloud. This behavior depends on the fact that orographic shadowing implies systematically lower values of GHI, and hence of \( k_t \), under all sky conditions (but especially under clear skies). It is evident that approximating the \( k_t-k_d \) relationship with a curve (cf. the median of the distribution) causes the loss of a rather significant part of the variability observed in the data. Notice also that, although including the observations affected by orographic shadows would introduce additional scattering in the plot, it would not modify the median much because of their relative scarcity in the dataset (2098 vs 10,310 points). However, the application of the decomposition models only to the observations affected by orographic shadows returns unacceptably high errors. As a matter of fact, averaged over the 13 literature models being compared, the MBE results for DHI equal 27% (instead of 7%, for the observations free from orographic shadows), the MAE results equal 35% (instead of 27%), and the RMSE is 50% (instead of 37%). On the other hand, the corresponding average errors on DNI are, respectively, MBE = −21% (instead of −3%), MAE = 41% (instead of 14%) and RMSE = 58% (instead of 20%).

Apart from orographic shadowing, complex terrain also reduces incoming diffuse radiation, with respect to flat terrain, as a consequence of smaller SVFs. Under the simplified assumption of isotropic diffuse sky model [68], \( k_d \) for a non-unitary SVF \( (k_{d,SVF \neq 1}) \) can be estimated as:

\[
k_{d,SVF \neq 1} = k_{d,SVF = 1} \cdot \frac{SVF}{(1 - k_{d,SVF = 1} \cdot (1 - SVF))}
\]

The (negative) difference between \( k_{d,SVF \neq 1} \) and \( k_{d,SVF = 1} \) (i.e., \( k_d \) over flat terrain) increases for decreasing SVF, and is larger for intermediate \( k_t \) and \( k_d \) values. In the \( k_t-k_d \) scatterplot, this would imply an increase in the slope of the central section of the experimental cloud, accompanied by an overall shift of the points towards the lower-left corner of the diagram. According to these approximate considerations, the \( k_d \) values observed at Bolzano are up to 18% lower (for \( k_t \approx 0.8 \), i.e., under clear-sky conditions) than what would be correspondingly observed over flat terrain. However, the influence of the local SVF on the final estimates of DHI and DNI is difficult to assess in general terms, for it depends both on the number and the magnitude of the GHI observations falling within different \( k_t \) intervals, i.e., on GHI frequency distribution. Notice that, to the authors’ knowledge, no systematic...
analysis of the SVF influence on diffuse-beam radiation decomposition is presently available in the literature. Moreover, it is very likely that \( SVF \approx 1 \) for the majority of the (high-quality) radiometric stations used in the literature for the calibration of decomposition models, which, on the other hand, are often applied also in regions characterized by complex orography.

![Figure 2](image-url) Scatterplot of \( k_t \) vs \( k_d \) for Bolzano station (2011–2014 data). Grey dots represent observations not affected by orographic shadows, while black dots correspond to the hours partially or totally affected by orographic shadows. The median values of \( k_d \), calculated for 10 equal-size \( k_t \) intervals, are shown by the two black lines. The dotted line includes all observations, while the solid line corresponds only to the observations not affected by orographic shadows.

### 3.3. Comparison of the Decomposition Models

#### 3.3.1. Accuracy of the Models

Tables 3 and 4 contain the summary statistics resulting from the application of the different decomposition models to the data from Bolzano station. All parameters are calculated on the basis of DHI or DNI estimates and the corresponding observed values (i.e., not in terms of \( k_d \) or \( k_b \) errors), for the primary interest is the accuracy of the final radiation estimates. The majority of the models overestimates the diffuse radiation, and many models (namely ORGILL, REINDL-II, SKARTVEIT-I and II and BRL; see Table 3) return rather significant positive average biases, around or above 10%. In particular, the MBE varies from \( -6\% \) (RUIZ-II) to 19% (SKARTVEIT-I). In contrast, the models tend to underestimate the beam radiation, with MBEs ranging from \( -9\% \) (SKARTVEIT-I) to 4% (RUIZ-II; see Table 4). As a matter of fact, SKARTVEIT-I, BRL, ORGILL, and REINDL-I and II return negative biases of magnitudes exceeding 5%. On the other hand, the ranges of MAE for DHI and DNI are 22–31% and 12–17%, respectively, and RMSEs for DHI and DNI vary between 32–41% and 17–23%, respectively. In general, the relative accuracy of the decomposition models for the Bolzano dataset appears higher for DNI than for DHI, with values in good accord with what reported by other comparative studies dealing with hourly irradiation data (RMSE for DHI is 35–38% in [29] and 29–38% in [17]; RMSE for DNI is 20–22% in [28], 25–32% in [31], 14–34% in [63], and 20–32% in [32]).
Table 3. Performance statistics for the different decomposition models applied to the Bolzano station data, evaluated over hourly diffuse horizontal irradiation (DHI) values: mean bias error (MBE), mean absolute error (MAE), and root mean square error (RMSE) are in MJ m\(^{-2}\), while relative errors (rMBE, rMAE, and rRMSE, in %) are calculated with respect to the overall mean value of DHI (0.56 MJ m\(^{-2}\)). The fraction of variance unexplained (FVU) and Kolmogorov-Smirnov test integral (KSI) (99% confidence interval) are expressed as percentages. The three best-performing models for each indicator are in bold font, and the three worst-performing models are underlined (notice that locally-calibrated models are excluded from the ranking). See Table 1 for the model numbers and acronyms.

<table>
<thead>
<tr>
<th>Model</th>
<th>MBE</th>
<th>MAE</th>
<th>RMSE</th>
<th>rMBE</th>
<th>rMAE</th>
<th>rRMSE</th>
<th>R</th>
<th>FVU</th>
<th>KSI</th>
</tr>
</thead>
<tbody>
<tr>
<td>ORGILL</td>
<td>0.07</td>
<td>0.17</td>
<td>0.22</td>
<td>13.28</td>
<td>29.58</td>
<td>38.69</td>
<td>0.82</td>
<td>0.62</td>
<td>39.85</td>
</tr>
<tr>
<td>ERBS</td>
<td>0.04</td>
<td>0.15</td>
<td>0.21</td>
<td>7.35</td>
<td>26.95</td>
<td>37.23</td>
<td>0.81</td>
<td>0.60</td>
<td>41.83</td>
</tr>
<tr>
<td>REINDL-I</td>
<td>0.05</td>
<td>0.16</td>
<td>0.21</td>
<td>9.01</td>
<td>28.75</td>
<td>38.09</td>
<td>0.81</td>
<td>0.63</td>
<td>49.02</td>
</tr>
<tr>
<td>LOUCHE</td>
<td>-0.02</td>
<td>0.14</td>
<td>0.21</td>
<td>-4.27</td>
<td>25.52</td>
<td>37.78</td>
<td>0.80</td>
<td>0.64</td>
<td>45.96</td>
</tr>
<tr>
<td>TORRES</td>
<td>0.02</td>
<td>0.16</td>
<td>0.21</td>
<td>3.69</td>
<td>29.09</td>
<td>38.34</td>
<td>0.81</td>
<td>0.62</td>
<td>57.09</td>
</tr>
<tr>
<td>RUIZ-I</td>
<td>-0.02</td>
<td>0.15</td>
<td>0.22</td>
<td>-3.81</td>
<td>27.71</td>
<td>38.76</td>
<td>0.81</td>
<td>0.63</td>
<td>59.43</td>
</tr>
<tr>
<td>RUIZ-I-loc.</td>
<td>0.00</td>
<td>0.15</td>
<td>0.21</td>
<td>0.00</td>
<td>26.29</td>
<td>37.94</td>
<td>0.80</td>
<td>0.63</td>
<td>49.70</td>
</tr>
<tr>
<td>ERBS</td>
<td>0.04</td>
<td>0.15</td>
<td>0.21</td>
<td>7.35</td>
<td>26.95</td>
<td>37.23</td>
<td>0.81</td>
<td>0.60</td>
<td>41.83</td>
</tr>
<tr>
<td>REINDL-I</td>
<td>0.05</td>
<td>0.16</td>
<td>0.21</td>
<td>9.01</td>
<td>28.75</td>
<td>38.09</td>
<td>0.81</td>
<td>0.63</td>
<td>49.02</td>
</tr>
<tr>
<td>LOUCHE</td>
<td>-0.02</td>
<td>0.14</td>
<td>0.21</td>
<td>-4.27</td>
<td>25.52</td>
<td>37.78</td>
<td>0.80</td>
<td>0.64</td>
<td>45.96</td>
</tr>
<tr>
<td>TORRES</td>
<td>0.02</td>
<td>0.16</td>
<td>0.21</td>
<td>3.69</td>
<td>29.09</td>
<td>38.34</td>
<td>0.81</td>
<td>0.62</td>
<td>57.09</td>
</tr>
<tr>
<td>RUIZ-I</td>
<td>-0.02</td>
<td>0.15</td>
<td>0.22</td>
<td>-3.81</td>
<td>27.71</td>
<td>38.76</td>
<td>0.81</td>
<td>0.63</td>
<td>59.43</td>
</tr>
<tr>
<td>RUIZ-I-loc.</td>
<td>0.00</td>
<td>0.15</td>
<td>0.21</td>
<td>0.00</td>
<td>26.29</td>
<td>37.94</td>
<td>0.80</td>
<td>0.63</td>
<td>49.70</td>
</tr>
</tbody>
</table>

Table 4. As in Table 3, but for hourly DNI values. Relative errors are calculated with respect to the overall mean value of DNI (1.71 MJ m\(^{-2}\)).

<table>
<thead>
<tr>
<th>Model</th>
<th>MBE</th>
<th>MAE</th>
<th>RMSE</th>
<th>rMBE</th>
<th>rMAE</th>
<th>rRMSE</th>
<th>R</th>
<th>FVU</th>
<th>KSI</th>
</tr>
</thead>
<tbody>
<tr>
<td>ORGILL</td>
<td>-0.13</td>
<td>0.29</td>
<td>0.39</td>
<td>-7.51</td>
<td>16.88</td>
<td>22.55</td>
<td>0.95</td>
<td>0.89</td>
<td>10.22</td>
</tr>
<tr>
<td>ERBS</td>
<td>-0.07</td>
<td>0.26</td>
<td>0.36</td>
<td>-4.18</td>
<td>15.42</td>
<td>21.20</td>
<td>0.95</td>
<td>0.91</td>
<td>9.04</td>
</tr>
<tr>
<td>REINDL-I</td>
<td>-0.09</td>
<td>0.28</td>
<td>0.37</td>
<td>-5.06</td>
<td>16.39</td>
<td>21.80</td>
<td>0.95</td>
<td>0.90</td>
<td>9.36</td>
</tr>
<tr>
<td>LOUCHE</td>
<td>0.04</td>
<td>0.26</td>
<td>0.36</td>
<td>2.10</td>
<td>15.09</td>
<td>21.04</td>
<td>0.95</td>
<td>0.91</td>
<td>8.90</td>
</tr>
<tr>
<td>TORRES</td>
<td>-0.03</td>
<td>0.28</td>
<td>0.37</td>
<td>-1.78</td>
<td>16.49</td>
<td>21.30</td>
<td>0.95</td>
<td>0.90</td>
<td>9.12</td>
</tr>
<tr>
<td>RUIZ-I</td>
<td>0.04</td>
<td>0.27</td>
<td>0.36</td>
<td>2.35</td>
<td>15.85</td>
<td>21.07</td>
<td>0.95</td>
<td>0.91</td>
<td>8.93</td>
</tr>
<tr>
<td>RUIZ-I-loc.</td>
<td>0.00</td>
<td>0.26</td>
<td>0.36</td>
<td>-0.07</td>
<td>15.07</td>
<td>20.90</td>
<td>0.95</td>
<td>0.90</td>
<td>9.12</td>
</tr>
<tr>
<td>ERBS</td>
<td>-0.07</td>
<td>0.26</td>
<td>0.36</td>
<td>-4.18</td>
<td>15.42</td>
<td>21.20</td>
<td>0.95</td>
<td>0.91</td>
<td>9.04</td>
</tr>
<tr>
<td>REINDL-I</td>
<td>-0.09</td>
<td>0.28</td>
<td>0.37</td>
<td>-5.06</td>
<td>16.39</td>
<td>21.80</td>
<td>0.95</td>
<td>0.90</td>
<td>9.36</td>
</tr>
<tr>
<td>LOUCHE</td>
<td>0.04</td>
<td>0.26</td>
<td>0.36</td>
<td>2.10</td>
<td>15.09</td>
<td>21.04</td>
<td>0.95</td>
<td>0.91</td>
<td>8.90</td>
</tr>
<tr>
<td>TORRES</td>
<td>-0.03</td>
<td>0.28</td>
<td>0.37</td>
<td>-1.78</td>
<td>16.49</td>
<td>21.30</td>
<td>0.95</td>
<td>0.90</td>
<td>9.12</td>
</tr>
<tr>
<td>RUIZ-I</td>
<td>0.04</td>
<td>0.27</td>
<td>0.36</td>
<td>2.35</td>
<td>15.85</td>
<td>21.07</td>
<td>0.95</td>
<td>0.91</td>
<td>8.93</td>
</tr>
<tr>
<td>RUIZ-I-loc.</td>
<td>0.00</td>
<td>0.26</td>
<td>0.36</td>
<td>-0.07</td>
<td>15.07</td>
<td>20.90</td>
<td>0.95</td>
<td>0.90</td>
<td>9.12</td>
</tr>
</tbody>
</table>

It appears clear that including a variability/persistence index among the predictors typically allows the most accurate estimates. This is the case for the DIRINT and SKARTVEIT-II models, which provide the smallest MAEs and RMSEs among the literature models for both DHI and DNI. Nonetheless, both models show non-negligible MBEs for DHI (6% and 10%, respectively), larger than those of many simpler models. Among the literature models not including a variability index, DISC gives the best results, together with the lowest MBEs (3% for DHI and 1% for DNI), and can be considered the third most accurate model. In contrast, according to the error statistics,
the worst-performing models are SKARTVEIT-I for diffuse radiation and ORGILL for beam radiation. In general, it can be concluded that the accuracy of the different models, in terms of MAE and RMSE, does not vary much despite the very different degrees of complexity of the models. In particular, it is not always true that a single-predictor model performs worse than a model with multiple predictors (cf. for example REINDL-I versus REINDL-II, or the bad results of BRL with respect to many single-predictor models).

The three locally-calibrated models (whose coefficients are reported in Table 5) have null DHI biases and almost negligible DNI biases (see Tables 3 and 4), allowing the accurate assessment of the solar resource, a requirement which is not satisfied by the best-performing literature models (DIRINT and SKARTVEIT-II). However, in terms of MAE and RMSE, both RUIZ-I-loc. and RUIZ-II-loc. only marginally improve the results with respect to their original versions, and do not bring very satisfactory results. On the other hand, the BRL-loc. model produces rather interesting results: apart from zeroing the biases, it returns MAE and RMSE values fully comparable with those of the best-performing models. Consequently, BRL-loc. ranks as the most accurate decomposition model for the Bolzano dataset. Furthermore, consisting of a single equation, the BRL model is not only easy to fit to local data, but also computationally inexpensive, differently from DIRINT and SKARTVEIT-II, which require solving large sets of equations.

Table 5. Coefficients obtained by local calibration of RUIZ-I, RUIZ-II and BRL models (cf. formulas in Section 2.2). Original coefficients are also reported for comparison. See Table 1 for the model acronyms.

<table>
<thead>
<tr>
<th></th>
<th>RUIZ-I</th>
<th>RUIZ-I-loc.</th>
<th>RUIZ-II</th>
<th>RUIZ-II-loc.</th>
<th>BRL</th>
<th>BRL-loc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>a0</td>
<td>0.952</td>
<td>1.000</td>
<td>0.944</td>
<td>0.998</td>
<td>−5.32</td>
<td>−6.67</td>
</tr>
<tr>
<td>a1</td>
<td>1.041</td>
<td>1.071</td>
<td>1.538</td>
<td>1.018</td>
<td>7.28</td>
<td>6.72</td>
</tr>
<tr>
<td>a2</td>
<td>2.300</td>
<td>2.642</td>
<td>2.808</td>
<td>3.244</td>
<td>−0.03</td>
<td>0.06</td>
</tr>
<tr>
<td>a3</td>
<td>−4.702</td>
<td>−5.343</td>
<td>−5.759</td>
<td>−3.003</td>
<td>−0.0047</td>
<td>−0.0072</td>
</tr>
<tr>
<td>a4</td>
<td>-</td>
<td>-</td>
<td>2.276</td>
<td>−3.572</td>
<td>1.72</td>
<td>2.01</td>
</tr>
<tr>
<td>a5</td>
<td>-</td>
<td>-</td>
<td>−0.125</td>
<td>−0.495</td>
<td>1.08</td>
<td>2.47</td>
</tr>
<tr>
<td>a6</td>
<td>-</td>
<td>-</td>
<td>0.013</td>
<td>0.035</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

3.3.2. Goodness-of-Fit of the Models

Besides accuracy, the goodness-of-fit of the different algorithms was also tested. In particular, the correlation coefficient for DHI varies between 0.803 (RUIZ-I-loc.) and 0.870–0.871 (SKARTVEIT-II and DIRINT; Table 3), while for DNI it varies between 0.954 (ORGILL and REINDL-I) and 0.971–0.972 (SKARTVEIT-II and DIRINT; Table 4). The locally-calibrated model BRL-loc. returns among the highest R values, immediately followed by DISC. Similarly to R, the modeling efficiency is also rather good for all models, and generally higher for DNI than for DHI. According to E, the worst performances correspond to SKARTVEIT-I (DHI) and ORGILL (DNI) models, while the best results are provided by DIRINT, BRL-loc., and SKARTVEIT-II. The fraction of variance unexplained is in general rather large for DHI (up to 60%) and much smaller for DNI (always below 10%). The models with the smallest FVU are BRL-loc., DISC, and DIRINT for diffuse radiation (8–12%), and DIRINT, BRL-loc., and SKARTVEIT-II for beam radiation (6%). Indeed, the presence of a variability/persistence index among the model predictors is found again to correspond to the best performances. More generally, as expected, increasing the number of predictors brings significant improvements, with single-predictor models performing poorly especially in terms of FVU. From a qualitative point of view, the \( k_t-k_d \) scatterplots in Figure 3 clearly show that multiple predictors allow a better reproduction of the scattering and the shape of the experimental cloud, especially for the BRL-loc. model, whose estimates cover almost the entire spread of the data. On the contrary, simply approximating the \( k_t-k_d \) relationship with a curve (i.e., using a single-predictor algorithm) leaves high levels of unexplained residual variability. However, simply increasing the number of model predictors may not be necessarily the best approach: under the principle of parsimony, in general the use of each additional predictor
must be justified by performing appropriate statistical tests, such as, for example, a partial F-test or a selection based on some information criteria (cf. for example the analysis carried out by [68]).

Figure 3. Scatterplots of \( k_t \) vs. \( k_d \) for the experimental data (grey dots) and according to the different decomposition models (black dots). See Table 1 for the numbers associated with the models. The axes are the same as in Figure 2 (axes labels not reported for the sake of clarity).

The scatterplots of DHI observations and estimates in Figure 4 reveal that the majority of the models (all except DISC, DIRINT, SKARTVEIT-II, and BRL-loc.) have a common deficiency: they display a pronounced cluster of overestimated values (i.e., points lying above the diagonal) for values of DHI approximately below 0.8 MJ m\(^{-2}\), as observed also by [29] (cf. their Figures 9 and 10). Correspondingly, for high values of measured DNI (above 2 MJ m\(^{-2}\)), many models show a dense cluster of underestimated values (i.e., points lying below the diagonal line; see Figure 5).

This is due to the fact that the models do not capture correctly the minimum of the \( k_d \) distribution found at \( k_t \) values around 0.8 (cf. Figure 3). Accordingly, under clear-sky conditions these models provide too high DHI and too low DNI with respect to Bolzano observations. This might depend on the specific radiation climatology at the stations considered for the calibration of the literature models (e.g., higher turbidity than at Bolzano). At the same time, a relevant number of outliers corresponding to DNI overestimates (and associated DHI underestimates) in the high \( k_t \) region is also observed in the scatterplots of Figure 5. The latter behavior is amenable to an incorrect (or lacking) modeling of the diffuse radiation enhancement by scattered clouds under clear-sky conditions [33]. Indeed,
the functional form of many models goes to 0 (TORRES, RUIZ-I and II, BRL) or remains constant (ORGILL, ERBS, REINDL-I) for $k_t$ tending to 1 (see Figure 3). This issue is almost absent only in the DNI scatterplots of DIRINT and SKARTVEIT-II models, which reproduce the cloud enhancement at best. In addition, for many models the DHI estimates appear superiorly limited to maximum values of 1.3 to 1.8 MJ m$^{-2}$ (Figure 4). This also may be explained by the fact that the experimental points corresponding to the maximum observed DHI (i.e., the points lying along the upper edge of the experimental cloud) are not caught well, predicting $k_d$ values lower than expected. This is particularly pronounced for LOUCHE, TORRES, RUIZ-I, and RUIZ-II models (cf. Figure 3).

![Figure 4. Scatterplots of DHI observations (abscise axis) vs estimates (ordinate axis), according to the compared decomposition models. See Table 1 for the numbers associated with the different models. The black diagonal lines identify the perfect coincidence of observations and estimates.](image)

The frequency distributions of DHI and DNI observations and estimates (shown in Figure 6 for a set of selected models) further highlight that the BRL-loc. model matches the observed distributions very well, comparably to DISC and DIRINT models. In contrast, the rest of the models (especially those with a single predictor, in magenta in the figure) display DHI distribution peaks that are too elevated and shifted towards high values (leading to significant frequency discrepancies for DHI < 0.8 MJ m$^{-2}$), corresponding to badly-modelled frequencies, especially for the lowest and the highest DNI values (i.e., below 0.3 and above 2.3 MJ m$^{-2}$). These considerations are confirmed by the quantitative results of the KSI test, which indicates that the models returning the cumulative frequency distributions more
similar to the observed distributions are DISC and BRL-loc. for diffuse radiation, and BRL-loc. and DIRINT for beam radiation. In contrast, the majority of the other models returned KSI values well above the 100% threshold, corresponding to frequency distributions very different from those of the observations (cf. Tables 3 and 4).

Figure 5. As in Figure 4, but for direct normal irradiation (DNI) observations and estimates.

3.4. Model Results under Different Sky Conditions

In order to explore the performance of the models under different weather conditions, the decomposition results have also been assessed separately for three $k_t$ intervals, respectively corresponding to overcast ($0 < k_t \leq 0.3$), partially cloudy ($0.3 < k_t \leq 0.7$), and clear sky ($k_t > 0.7$) conditions. The (generally overestimated) $k_d$ coefficient shows smaller errors for overcast and clear-sky conditions (average RMSE = 21%) and larger errors under a partly cloudy sky (32%). On the other hand, the (typically underestimated) $k_b$ is predicted with better accuracy than $k_d$, with an average RMSE of 7% for an overcast sky, 22% for a partly cloudy sky, and 20% for a clear sky (not shown). Partly cloudy conditions appear the most problematic category for the decomposition of global radiation, as they are characterized by the highest level of scattering (cf. Figure 2).
Figure 6. Empirical frequency distributions of DHI (upper panel) and DNI (lower panel) according to the best-performing decomposition models (bars show observations; lines show estimates). Three widely-used single-predictor models are also shown for comparison (magenta lines). See Table 1 for the model acronyms.

However, when the error statistics are evaluated in terms of hourly irradiances rather than of a-dimensional coefficients (see Figure 7), DHI displays higher errors under clear-sky conditions (average RMSE = 43%) than under partly cloudy conditions (RMSE = 37%), while relative errors for DNI are comparable with those calculated for $k_b$. The discrepancy between relative errors for DHI and $k_d$ may be explained by the fact that, while $k_b$ values are very well correlated with the distribution of DNI and extraterrestrial radiation (correlation coefficients equal to 0.999 and 0.831), this is not true for $k_d$, DHI, and GHI (correlation coefficients of 0.462 and $-0.668$).

In general, both diffuse and beam radiation MBEs (in absolute value) are the smallest in the lowest $k_t$ interval, i.e., under overcast skies. In particular, the BRL-loc. model shows almost negligible biases under overcast and partly cloudy conditions, but a negative and a positive MBE, respectively, for DHI and DNI under clear skies (see Figure 7). Indeed, despite being calibrated on local data, due to its formulation the model is not able to reproduce observations for clear skies when diffuse radiation is enhanced by scattered clouds (cf. Section 3.3.2). The increasing complexity of the models, from one to multiple predictors, allows the reduction of the errors in the intermediate and high $k_t$ range, more evidently when $k_t$ variability/persistence is included among the predictors (BRL model excluded; cf. Figure 3). On the other hand, using a variability index accounting for inhomogeneous clouds improves the model performances substantially, not only in terms of correlation coefficient R under clear-sky conditions (i.e., precisely when diffuse radiation enhancement occurs), but also under overcast skies in the case of DNI (see Figure 7). Indeed, while diffuse radiation observations and estimates
under overcast and partially-cloudy conditions are already well-correlated and well-explained by the single-predictor models (cf. R, E and FVU values), for beam radiation this is true only for partially-cloudy skies.

Figure 7. Performance statistics according to the different models (left: DHI; right: DNI) for three different intervals of $k_t$. Black dots correspond to $0 < k_t \leq 0.3$ (4705 data; overcast sky), grey dots to $0.3 < k_t \leq 0.7$ (2623 data; partially cloudy sky), and empty dots to $k_t > 0.7$ (2982 data; clear sky). See Table 1 for the numbers associated with the different models.

4. Conclusions

A set of 13 decomposition models was assessed against a database of 10,310 hourly observations of GHI, DHI, and DNI collected at the Bolzano airport weather station, situated at the floor of one of the major valleys in the eastern Italian Alps. The primary aim of the work was to assess the suitability of commonly-used decomposition models for radiation data collected at an Alpine valley site, characterized by a complex orography and a radiation climatology typical of mountain valleys.

The main findings of the study may be summarized as follows.

- Observations affected by orographic shadows present a $k_t$–$k_d$ distribution very different from the rest of the data and high decomposition errors. Although they do not alter too much the overall decomposition results (because of their relative scarcity), these data are excluded from further analyses. Also, the modification of $k_d$ according to the local SVF value is found to be potentially significant for the results of the decomposition models at Alpine sites.

- Concerning the overall decomposition accuracy, in general, the literature models overestimate the measured DHI (with positive biases often exceeding 10%) and underestimate DNI (with negative biases often above 5%). With respect to MAE and RMSE, the average accuracy of the literature models is around 27% and 37% for DHI, and 14% and 20% for DNI, i.e., comparable to the values obtained by similar studies carried out for flat, homogeneous regions. The use of
additional predictors generally (but not always) implies better model performances, especially when a variability/persistence index is included (cf. [33]).

- Confirming results previously reported in the literature, DIRINT and SKARTVEIT-II are the best-performing models, although they provide non-negligible biases (cf. [33]). The third best model, DISC, shows the lowest bias among the literature models (3%) and a frequency distribution very similar to the observed one (like DIRINT). On the other hand, SKARTVEIT-I (included in the HelioMont algorithm, which provides satellite-based radiation estimates for the Alps [26]) and ORGILL are the worst-performing models, respectively, for diffuse and beam radiation.

- Apart from a null bias, the local calibration of BRL is found to allow performances comparable or even better than those of DIRINT and SKARTVEIT-II (for DHI: MAE = 20%, RMSE = 32%; for DNI: MAE = 12%, RMSE = 17%). Moreover, BRL is much simpler and is computationally inexpensive (cf. also the recent results from the application and adjustment of the BRL model to hourly and minute data in Brazil [69]).

- All models reproduce more accurately the observations relative to overcast conditions than those corresponding to partially cloudy and clear skies. Including a variability (or intermittency)/persistence index among the predictors improves the modeling of the cloud-related enhancement of diffuse radiation under clear skies (scattered clouds) [33,70,71].

In view of further improving the estimates of beam and diffuse radiation, the use of additional predictors accounting for atmospheric turbidity (like aerosol or water vapor content; cf. [21,72,73]) in decomposition models would potentially be an option (see also [22]). However, measurements of these atmospheric parameters are not easily available for many weather stations—especially aerosol content, which is very rarely measured routinely or with high temporal resolution. Moreover, a decomposition model is expected to require as few parameters as possible, in order to ensure wide applicability. Considering that the scarcity of meteorological observations is particularly severe in mountainous areas, the number of predictors should be ideally maintained as low as possible, including only the most commonly available meteorological quantities. In addition to the identification of new predictors, or to the development of better model formulations, the influence of complex orography on decomposition results should also be further investigated for applications in mountainous regions. At the same time, more measurements of the diffuse and beam radiation components are needed for a more comprehensive and conclusive evaluation of decomposition models (as well as of radiative transfer and numerical weather prediction models) in the Alpine area, where, currently, available solar datasets still suffer from high levels of uncertainty ([25,36]). Indeed, accurate solar radiation inputs are crucial for a series of meteorological applications, such as surface energy budgets, and their effects on atmospheric boundary layer processes and turbulence [36,74–76], including air pollution dispersion and transport [47–49], as well as the development of atmospheric convection and thermally-driven winds over complex terrain [39–43,46,77–83]. To this respect, the usefulness of the locally-calibrated decomposition model could be tested, e.g., for the assessment of the solar resource in the surrounding Alpine valleys (cf. [57]), as well as for the improvement of local solar radiation forecasts, in connection with weather forecasting schemes based on climatological analogs for the region of interest (e.g., [84,85]).
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