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Abstract: The planetary boundary layer (PBL) is an atmospheric region near the Earth’s surface. It is
significant for weather forecasting and for the study of air quality and climate. In this study, the top of
nocturnal residual layers—which are what remain of the daytime mixing layer—are estimated by an
elastic backscatter Lidar in Wuhan (30.5◦N, 114.4◦E), a city in Central China. The ideal profile fitting
method is widely applied to determine the nocturnal residual layer height (RLH) from Lidar data.
However, the method is seriously affected by an optical thick layer. Thus, we propose an improved
iterative fitting method to eliminate the optical thick layer effect on RLH detection using Lidar. Two
typical case studies observed by elastic Lidar are presented to demonstrate the theory and advantage
of the proposed method. Results of case analysis indicate that the improved method is more practical
and precise than profile-fitting, gradient, and wavelet covariance transform method in terms of
nocturnal RLH evaluation under low cloud conditions. Long-term observations of RLH performed
with ideal profile fitting and improved methods were carried out in Wuhan from 28 May 2011 to
17 June 2016. Comparisons of Lidar-derived RLHs with the two types of methods verify that the
improved solution is practical. Statistical analysis of a six-year Lidar signal was conducted to reveal
the monthly average values of nocturnal RLH in Wuhan. A clear RLH monthly cycle with a maximum
mean height of about 1.8 km above ground level was observed in August, and a minimum height
of about 0.7 km was observed in January. The variation in monthly mean RLH displays an obvious
quarterly dependence, which coincides with the annual variation in local surface temperature.

Keywords: boundary layer; atmosphere; Lidar

1. Introduction

The planetary boundary layer (PBL) is an atmospheric region near the Earth’s surface affected
by surface frictional resistance [1–3]. The entrainment layer at the top of the boundary layer exerts a
partial blocking effect on the dispersion of surface pollutants; this effect results in a high concentration
of near-surface contaminants [4–6]. Therefore, accurate determination of PBL height is significant for
weather forecasting and studying air quality and climate [7,8]. The convectively-driven PBL is known
as a convective boundary layer (CBL) that develops about half an hour after sunrise, and nocturnal
residual layers (RL) are what remain of the daytime CBL [1]. Studying the urban nocturnal RL height
(RLH) is important for the accurate modelling of air quality [9].

Continuous elastic Lidar measurement with high spatial and temporal resolution allows for
the estimation of the diurnal cycle of RLH [4,10,11]. Three Lidar methods used to obtain RLH are
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the ideal profile-fitting (IPF) [12], gradient (Grad) [5,8,13], and wavelet covariance transform (WCT)
methods [10,14,15]. The IPF method is utilized to obtain RLH by fitting the Lidar signal or particle
backscatter coefficient to an idealized profile [12]. The Grad method determines RLH as the gradient
maximum of the Lidar signal profile [5,8,13]. The WCT method analyzes the vertical gradients of
aerosol and the fast temporal changes in the signal time series as a function of height, and is less
affected by signal noise compared to gradient methods [10,14,15]. The work of Summa et al. [16]
demonstrates a dependency of PBL height on temperature, which can be applied to estimate diurnal
CBL height and nocturnal RLH from the identification of minima in the first-order derivative of the
logarithm of the range-corrected rotational Raman Lidar signals. However, RLH determination with
Lidar is affected by strong backscatter layers, such as clouds and optical thick aerosols (e.g., mineral
dust aerosol) [14,17,18]. These layers cause strong peaks in the range-corrected Lidar signal, and these
peaks may cause large errors in RLH detection. Therefore, we propose an improved iterative fitting
method based on the IPF method to eliminate the optical thick layer effect on RLH detection using
Lidar signals. The improved method can find the optical thick layer and remove it gradually.

In this study, two typical cases are used to demonstrate the theory and advantage of the
proposed method. Then, six-year measurements (from 28 May 2011 to 17 June 2016) are conducted to
compare the simultaneous RLHs evaluated by IPF and the proposed improved method. The frequency
distribution of long-term RLHs derived from the improved method is also revealed. Lastly, IPF and the
proposed improved method based on elastic Lidar backscatter signals are used to evaluate long-term
monthly RLHs.

2. Experimental Methods

The elastic Lidar system operates at the top of a building in the State Key Laboratory of
Information Engineering in Surveying, Mapping, and Remote Sensing (30◦32′N, 114◦21′E and 28 m
above sea level) at Wuhan University, Wuhan City, Hubei Province, China [19,20]. The backscatter
signals of the elastic Lidar are recorded every minute. The vertical range resolution of the elastic
Lidar profile is 7.5 m. Twenty-minute averaged Lidar signals—which can improve the signal-to-noise
ratio—are applied in this study.

Aerosol vertical distribution is strongly influenced by PBL thermal structures. The concentration
of pollutants on the mixing layer is higher than that on the upper layer, which leads to a sharp gradient
in the Lidar signal profiles near the top of the PBL. The characteristic of PBL is associated with CBL
height at daytime and with RLH during nighttime [21]. The IPF method is widely applied in Lidar
observations to determine RLH [10,22].

2.1. IFP Method

Steyn (1999) proposed the IPF method, which obtains the PBL parameters by fitting a
Lidar-derived backscatter profile to an idealized backscatter profile B(r). The idealized backscatter
profile B(r) can be expressed as [10,12]

B(r) =
Bm + Bµ

2
−

Bm − Bµ

2
er f

(
r− rm

s

)
(1)

where Bm is the mean mixed layer backscatter, Bu is the mean backscatter in the air immediately
above the mixed layer, rm is the mixed layer depth, and s is related to the thickness of the entrainment
layer. The least square fitting method is applied to minimize the root-mean-square deviation between
the idealized backscatter profile B(z) and the Lidar-derived backscatter profile. Thereafter, the four
idealized backscatter profile parameters in Equation (1) can be determined. The thickness of the
entrainment zone is equal to 2.77s, where s is the thickness of the layer in which layer air and overlying
air are mixed.

The range-corrected signal (RCS) of Lidar is applied to estimate RLH in this study. The Lidar RCS
is defined as
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X(r) = [P(r)− b]r2 (2)

where P(r) refers to the elastic Lidar equation [23,24]

P(r) =
C[βp(r) + βm(r)] · T2(r)

r2 + b (3)

where P(r) is the Lidar signal at an altitude of r; C includes all system independent parameters,
such as Lidar system constant and transmitting energy; βp and βm represent particle and molecule
backscattering coefficients, respectively; T(r) refers to the single-way atmospheric transmission; and b
represents background noise.

The RLH detection algorithm searches for strong decrements in the Lidar signal with height.
However, clouds are characterized by a steep increase in RCS at the cloud base, followed by a
strong decrease in the signal with increasing cloud penetration depth. Thus, RLH determination with
Lidar-measured RCS is affected by cloud layers with strong backscatter signals [14,17,18]. To eliminate
the cloud layer effects, we propose an improved iterative fitting method to determine RLH.

2.2. Improved Method

The improved iterative fitting method requires the IPF method to accurately obtain the region
where aerosols decrease dramatically in the first iteration. However, the IPF method may regard
the cloud base as RLH when the cloud layer is thick, which can be seen in the second case analysis.
Therefore, signal preprocessing is necessary. To avoid misjudgment of the IPF method in the first
iteration, the backscatter signals where intensity is larger than the surface signal intensity (below
0.3 km) are removed first.

After signal preprocessing, an idealized fitting profile can be obtained by fitting the Lidar-derived
backscatter profile with the IPF method. Cloud layer is characterized by a strong backscatter signal.
Thus, the Lidar-derived backscatter signal at a given altitude with a cloud layer is larger than the
idealized fitting profile value at the corresponding height. To identify the Lidar-derived signal with
an optical thick layer, the bias (ε) between the Lidar-derived signal and the idealized ideal profile
is calculated. The Lidar-derived signal at the altitude where bias (ε) is larger than the threshold
value is regarded as an optical thick layer. The threshold value is defined as 90% quantile (θ) of the
bias (ε), which is determined through several experiments. After deleting the Lidar-derived signal
with an optical thick layer for the first time, we obtained the improved Lidar-derived signal profile.
By reapplying the IPF method, now to the improved Lidar-derived signal, we obtain an improved
idealized fitting profile. To remove the optical thick layer further, the bias (ε) between the improved
Lidar-derived signal and the improved idealized fitting profile needs to be calculated. After removing
the Lidar-derived signal with a cloud layer, we further improve the signal profile. Multiple iterations
are conducted until the fitting decision coefficient (R2) is greater than 0.99 to remove the cloud layer.
However, if the number of improved signals is less than 50% of the number of original signals before
the fitting decision coefficient reaches 0.99, the iteration stops with an invalid result. The flowchart of
the improved iterative fitting method is shown in Figure 1. The main iterative steps are as follows:

(1) Signal preprocessing. The backscatter signals where intensity is larger than the surface signal
intensity (below 0.3 km) are removed.

(2) Fit input signal by IPF method to obtain an ideal profile. Input signal refers to the preprocessed
Lidar-derived backscatter signal in the first iteration. Then, the improved signal serves as the
input signal in later iteration.

(3) Calculate the fitting decision coefficient R2 between the input signal and the ideal profile. If R2 is
greater than 0.99, the iteration stops with a valid result. If not, continue iteration.

(4) Calculate bias ε between the input signal and the ideal profile.
(5) Calculate 90% quantile θ of the bias ε, which is a threshold value to judge optical thick layer.
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(6) Delete the signali (subscript i refers to the altitude at each point) where εi is greater than θ, because
the signali at the altitude where εi is greater than θ is regarded as optical thick layer.

(7) Calculate the number of the improved signal. If the number of the improved signal is less
than 50% of the number of original signal, the iteration stops with an unusable result. If not,
continue iteration.

(8) Fit the improved signal by reapplying the IPF method to obtain an improved ideal profile.

Repeat steps (2)–(8) until the number of improved signal is less than 50% of the number of the
original signal (invalid result) or until the fitting decision coefficient R2 is greater than 0.99 (valid result).
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Figure 1. Flowchart of the improved iterative fitting method to determine residual layer height (RLH)
from Lidar signal.

3. Case Analysis

Two cases—which represent the typical evolution of nocturnal RLHs from Lidar-measured RCSs
with thin and thick clouds—were analyzed. The theory and performance of the improved iterative
fitting method is also demonstrated in this section.

3.1. Case Study 1 (29 November 2013)

Figure 2 shows Lidar-measured RCS data (20 min/7.5 m resolution) and the RLHs estimated with
IPF, Grad, WCT, and improved methods throughout an entire night. The evolution of RLH is visible
from the time–height contour of RCS (Figure 2). The results derived from IPF, Grad, WCT, and the
improved method coincide before 2:00 on 30 November 2013 Chinese Standard Time (CST) under
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cloudless conditions. Thin cloud layers are clearly visible at 1.2–1.8 km after 2:00. Aerosols mainly
exist below 1 km, as shown in Figure 2. The RLHs estimated with IPF, gradient, and WCT methods
are clearly affected by the thin cloud layer above RL. The obviously inaccurate results of the IPF and
Grad methods at 02:00–03:00 are attributed to the high cloud tops regarded as RLHs. The cloud layer
also lends to an overestimation of RLH derived from the IPF method. The reason is explained in
the next paragraph, which presents a single RCS profile analysis. Good agreement exists among IPF,
Grad, WCT, and improved methods when the cloud layer is thin or nonexistent. The practicality
of the improved method is demonstrated in this case analysis, especially under the effects of a low
cloud layer.
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Figure 2. Range-corrected signal (RCS) measured by elastic Lidar from 20:00, 29 November 2013 to
05:20, 30 November 2013 CST; RLHs were determined with ideal profile-fitting (IPF), gradient (Grad),
wavelet covariance transform (WCT), and improved method with RCS.

Figure 3 presents a case that involves a cloud layer near the top of the RL, which corresponds
to the black dotted line in Figure 2. When iteration number N is equal to 1, the cloud layers exert a
significant influence on RLH detection. The IPF method provides an unreasonable RLH in the cloud
layer, with a low determination coefficient (R2 = 0.95). The cloud layers at 1.2–1.8 km (which seriously
affect the fitting results) can be removed gradually by the improved method. After three iterations
(i.e., N = 3), an authentic result (1186 m) with perfect fitting (R2 = 0.99) is obtained.
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Figure 3. RLH determined by the improved method with Lidar-measured RCS at 02:48, 30 November
2013 (CST). The signal corresponds to the black dotted line in Figure 2.

3.2. Case Study 2 (12 May 2015)

Figure 4 shows the time–height contour plots (20 min/7.5 m resolution) of the Lidar-measured
RCS and RLHs estimated with the IPF, gradient, WCT, and improved methods. The evolution of RLH
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(the top of the aerosol layer) is visually manifested by the color contour plots of RCS. Based on the
RCS shown in Figure 4, the RLHs are calculated with the various methods. As shown in Figure 4, the
RLs exhibit minimal variation between 20:00 and 03:30 CST on the following day. The height reaches
~1.0 km. However, IPF, gradient, and WCT methods overestimate the RLHs (~3.0 km), especially
after 23:00. The thick cloudy layers at 3–4 km contribute to the misjudgment of the three methods.
The improved method shows a good performance in RLH detection in this case. The thick cloudy
layers exert a small effect on the improved method. To explain the misjudgment of the IPF method
and to show the functionality of the improved method, we select a RCS profile at 23:28, 12 May 2015
(CST), which corresponds to the black dotted line in Figure 4.
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Figure 4. RCS measured by elastic Lidar from 20:00, 12 May 2015 to 03:30, 13 May 2015 CST; RLHs
were determined with IPF, Grad, WCT, and improved method with RCS.

Figure 5 presents the 20-min averaged profile of RCS and the corresponding ideal fitting profile
from the IPF method. The black dotted line in Figure 5 refers to the IPF-derived RLH. The IPF method
regards the cloud base as RLH and provides an overestimated RLH (3173 m). A low determination
coefficient (R2 = 0.38) indicates that the fitting result is poor. The backscatter signal intensity of
the cloud layer at 3–4 km is about one order of magnitude larger than the surface signal intensity
(below 0.5 km), which causes the IPF method to fail to accurately obtain the region where aerosols
decrease dramatically.
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Figure 5. RLHs determined with the IPF method with Lidar-measured RCS at 23:28, 12 May 2015 (CST).
The signal corresponds to the black dotted line in Figure 4.
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The 20-min mean RCS profile and the corresponding ideal fitting profile from the improved
method (Figure 6) display the theory of the improved method for RLH evolution. To avoid misjudgment
in the improved method before the first iteration, the backscatter signals where intensity is larger than
the surface signal intensity (below 0.3 km) are removed first. This is signal preprocessing as shown
in Figure 1. Second, the improved method can be applied to evaluate RLH. Figure 6 shows that the
improved method can accurately identify the region where aerosols decrease dramatically, despite the
cloud layer exerting a significant influence on RLH detection in the first iteration. The IPF method
provides an RLH with a low determination coefficient (R2 = 0.76), which indicates that the accuracy
of the RLH is poor. Large deviations between the original signal and the ideal fitting profile can also
be found at 1.5–3.0 km. After three iterations (i.e., N = 3), an expected authentic result (962 m) with
perfect fitting (R2 = 0.99) is obtained. The thick cloud layers at 3.0–4.0 km—which seriously affect the
fitting results—can be removed gradually.
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Figure 6. RLHs determined by the improved method with Lidar-measured RCS at 23:28, 12 May 2015
(CST). The signal corresponds to the black dotted line in Figure 4.

4. Long-Term Analysis

Statistical analysis data were measured by elastic Lidar at no-rain nighttime (i.e., 20:00–05:00 CST)
from 28 May 2011 to 17 June 2016. The temporal resolution of the retrieved results was 20 min, and 357
days were available at all times. A large amount of data was missing during the measured period. The
reason is that our elastic Lidar is a self-developing Lidar with many measurements used only for signal
tuning. Moreover, many observation times were overlooked because of maintenance of the elastic
Lidar system. Furthermore, we only analyzed the signal with obvious nocturnal RLH. Our elastic
Lidar cannot measure under rainy or other severe weather conditions. The valid case in the long-term
analysis is 6137. The invalid value from the improved method was discarded in the following analysis.
Therefore, the statistical results may not completely represent the true results because of inadequate
measurement data.

The improved iterative fitting approach described above is tested in long-term studies to evaluate
its applicability. Figure 7a compares the 20-min average RLHs obtained with the improved method to
the 20-min mean RLHs estimated by the IPF method from Lidar-derived RCS. The statistical parameters
(correlation coefficient R, number of comparisons N, and bias) for the study are plotted on top of each
subfigure. N, which is the valid number for comparison, is defined as the range of RLH from 0.2–3 km
to avoid the effects of incomplete overlap correction below 0.2 km. The correlation coefficients (R) for
Figure 7a are 0.91, and the bias is 35 ± 215 m. The high correlation coefficient and low bias reveal the
consistency of RLHs obtained from the improved and IPF methods. However, several IPF-derived
RLHs are higher than the corresponding improved RLHs, which may contribute to the influence of the
low cloud layer.
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Figure 7. (a) Comparison of RLHs derived with the improved and IPF methods; (b) Frequency
distribution of RLHs derived with the improved method. The blue solid line represents the fitting curve.

The practicablity of the improved method is proven by the two case analyses and the correlation
analysis between the improved and IPF methods. Therefore, we only used the improved RLHs to
demonstrate the frequency distribution of RLHs. Figure 7b presents the frequency distribution of
RLHs derived with the improved method during measurement periods. Most of the RLHs range from
0.5–1.3 km, with a peak value of 0.8 km and a mean value of 0.99 ± 0.45 km.

Figure 8 shows the monthly mean RLHs derived with IPF and the improved methods with Lidar
measurements in Wuhan during the entire study period. The red circles refer to the mean temperature
(◦C) based on the same measuring days of the Lidar for each month. The percentage of available days
in each month during the six years are plotted in the same figure. For all months, the RLHs derived
by the improved method are less than those derived by the IPF method. This finding may indicate
that some overestimations occur in the results of the IPF method. The two case analyses determine
the overestimates when low cloud layers appear. The decrease in standard deviations (i.e., the error
bar in Figure 8) of the improved method indicates that the variation ranges of IPF-obtained RLH are
also overestimated.
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Figure 8. Monthly mean Lidar-derived RLHs using IPF and the improved method over Wuhan
between 28 May 2011 and 17 June 2016. The error bars represent the corresponding standard deviations.
The red dots refer to the corresponding monthly mean temperature based on the same measuring
days of the Lidar. The numbers on the top of each bar represent the measuring percentages for the
corresponding month.
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The monthly variation in RLH is also obtained based on the statistical analysis of monthly survey
data. A clear RLH monthly cycle is also found through monthly survey data statistical analysis, with
the maximum mean height reaching approximately 1.8 km above ground level in August and the
minimum height reaching approximately 0.7 km in January. The monthly mean values of temperatures
are also plotted as red dots in Figure 8. In summer over Wuhan, the atmosphere’s convective motions
become frequent and intense because of the strong solar radiation and high surface temperature, which
cause the diffusion of aerosol particles and pollutants. Therefore, the RLHs during this time are higher
than those during the cold months. In summer (winter), strong (weak) atmospheric convective motions
under high (low) temperatures result in high (low) RLH. Similar conclusions about the relationship
between RLH and temperature have been reported in several previous studies [25,26]. The variation in
the monthly mean RLH displays an obvious quarterly dependence, which coincides with the annual
variation in the local surface temperature. However, an accurate evaluation of the relationship may
require additional continued observations.

5. Conclusions

Long-term RLHs are evaluated and studied by IPF and the improved method with elastic Lidar
RCS measured from 28 May 2011 to 17 June 2016 at Wuhan University. The improved iterative fitting
method is proposed to eliminate the optical thick layer effect on RLH detection. Two typical case
analyses are performed to evaluate the performance of the proposed improved method. The analyses
reveal that the improved method is more practical and precise for nocturnal RLH evaluation than IPF,
Grad, and WCT methods under low cloud conditions. The comparison of long-term 20-min average
RLHs obtained with the improved and IPF methods from Lidar-derived RCS shows a high correlation
coefficient and low bias, which indicate the consistency of RLHs obtained with the two methods.
However, several IPF-derived RLHs are higher than the corresponding improved RLHs, which may
contribute to the influence of the low cloud layer. The frequency distribution of RLHs derived with
the improved method shows that most of the RLHs range from 0.5–1.3 km, with a peak value of
0.8 km and a mean value of 0.99 ± 0.45 km. On the basis of a statistical analysis of six-year Lidar
data, the monthly mean Lidar-derived RLHs from IPF and the improved method around the Lidar
site in Wuhan are reported. A clear RLH monthly cycle is found, with the maximum mean height of
about 1.8 km above ground level in August and the minimum height of about 0.7 km in January. The
variation in the monthly mean RLH displays an obvious quarterly dependence, which coincides with
the annual variation in the local surface temperature.

Future studies should determine the nocturnal RLH using multiple tools and methods.
The relationships between RLH and other optical parameters or synoptic conditions require in-depth
study. Moreover, the improved method can also be applied in the evaluation of PBL height at daytime.
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